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Cloud computing is an emerging computing platfornd aservice mode,

which organize and schedule service based on teenkt. Cloud storage is
one of the services which provide storage resoantkservice based on the
remote storage servers through the Internet to dients. Design and

architecture of cloud storage system plays a vitéd in cloud computing

infrastructure in order to improve the storage ci#ipaas well as cost

effectiveness. One of the challenges of cloud gmrsystem is difficult to

balance the providing huge elastic capacity ofagterand investment of
expensive cost for it. In order to solve this isshés paper proposed the low
cost PC-Cluster based storage system that can thetad to store large

amount of data and provides cost-effective macHim¢his proposed system
has lower implementation cost and store large amo@irdata but major

bottleneck is I/O operation for data processing.atioress this need, block
placement and Optimal Binary Search Tree (OBSTQrétyms are proposed
for improve performance of PC cluster based storsggem for cloud

storage.

1. Introduction

Cloud computing is a consequence of economiennoercial, cultural and technologies
conditions that have combined to cause a disruphiét in information technology towards a
service-based economy. Cloud computing offers mpportunity to creative and ambitious people
by lowering up-front costs to start new businesd&any cloud computing service providers have
been continuously made efforts to cut down expertdesystem maintenance by developing
energy-efficient and cost-effective infrastructuamd platform software.In addition to the
technologies reducing the maintenance costs, iheisessary to reduce a significant up-front
investment to build the cloud computing service.

From the end user point of view, cloud computingises provide the application software and
operating system from the desktops to the cloud, sichich makes users, be able to use anytime
from anywhere and utilize large scale storage amdpaiting resources. In cloud computing, disk
storage is the one of the biggest expenses. Theasteong concern that cloud service providers will
drown in the expense of storing data, especialtruntured data such as documents, power points,
PDFs, VM Images, multimedia data, etc. Cloud serpividers offer huge capacity cost reductions,
the elimination of labor required for storage masmagnt and maintenance and immediate
provisioning of capacity at a very low cost peratgte. Therefore, the storage and computing on
massive data are major key challenge for a clompeting infrastructure. In this paper, PC cluster
based storage system is configured to be actitatstbre large amount of data and is implemented
with Hadoop Distributed File System (HDFS).

Hadoop distributed data storage management isakelérge scale data processing solution. It
stores each file as a sequence of block; defaotikbsize is 64MB and all blocks in a file are the
same size except the last one. The blocks of aafiereplicated for high availability and fault
tolerance. The proposed system of replication paicandom replica placement policy that replicas
of a block are placed at random on any of the nmashin the entire cluster. The default replica
factor for single data block is three. Althoughstteplication management don’t take into account



disk space utilization and data access cost, theredata will not always be placed fairly and
uniformly to storage node and will became unbalamiceview of this issue, this paper proposed
block placement algorithm by determining availabisk space utilization and predicting network
traffic situation of each node and choose optinmalenusing Optimal Binary Search Tree (OBST) to
improve data access performangée contributions of this paper are: (1) introdgciPC-Cluster
based storage system for cloud storage (2) presgettite block placement algorithm which is more
useful than the original one; (3) describing l/@ffic management using OBST (4) based on these
methods, designing, implementing, and evaluatingroposed storage system.

The rest of this paper is organized as followssdotion 2 describes cloud storage and related
works. In section 3 discusses how to build phydigablogy of PC-Cluster based storage system and
I/O traffic management in section 4. Finally, irctien 5 discusses the experimental environment
and section 6 is the conclusion and future work.

2. Cloud Storage and Related Works

Nowadays, a huge variety of cloud storage systsmawailable, all with different functionality,
optimizations and guarantees. Hussam et al. [4jriexi RAID (Redundant Arrays of Inexpensive
Disks)-like techniques at the cloud storage andvsldothat reduce the cost and better fault tolerant.
Amazon S3 provides a simple web services interfae¢ can be used to store and retrieve any
amount of data, at any time, from anywhere on thad: It gives any developer access to the same
highly scalable, reliable, secure, fast, inexpensifrastructure that Amazon uses to run its own
global network of web sites. The service aims tximi&e benefits of scale and to pass those
benefits on to developers [1]. André et al. [S]gamted analytical considerations on the scalalufity
storage clusters and presents a storage clustateatare based on peer-to-peer computing that is
able to scale up to hundreds of servers and cliéntsed Internet SCSI (iSCSI) as inter-connect
protocol. This storage cluster environment is implementedtastkd on a Linux based HPC-cluster.
Yong et al. [6] proposed a storage cluster architecCoStore using network attached storage
devices. In CoStore the consistency of a unifilrfamespace is collaboratively maintained by all
participating cluster members without any centital fhanager and designed the data anywhere and
metadata at fixed locations file system layoutdfficiency and scalability in a CoStore cluster.

Bo et al. [7] presented access latency causeddning from Hadoop Distributed File System
constitutes the major performance bottleneck otg@ssing user request for Hadoop based Internet
applications. In this paper introduces a two-lewetrelation based file prefetching approach
including metadata prefetching and block prefetghim improve performance by reducing access
latency. Futhermore, four placement patterns toespwefetched data are presented to achieve
trade-off between performance and efficiency ofginhing. Jiyi et al. [12] introduced cloud storage
reference model. This model designed scalable @3¢ & manage storage system but aren’t
designed to be high performance. This paper predeht key technologies, several different types
of clouds services, the advantages and challenjebowd storage. Xu et al. [14jroposed new
cloud storage architecture based on P2P which gecaipure distributed data storage environment
without any central entity. The cloud based on pineposed architecture is self-organized and
self-managed and as better scalability and faldtaace using Distributed Hash Table approach.

3. PC-Cluster based Storage System Design

In this section describes how to build physicallogy of PC-Cluster based storage system for
cloud storage. The system architecture is showfigure 1.The overall system architecture of
PC-Cluster based storage system consists of tayeesl which are web based application services
layer, Hadoop Distributed File System (HDFS) laged PC-Cluster layer.

The web based application service layer providésfece for the users whose can store and
access their own applications data such as ViMeadhine (VM) images, datasets and multimedia
data and so on. The HDFS layer supports the fdeesy for PC-Cluster layer. HDFS is as a user-level
file system in cluster which exploits the nativie §ystem on each node to store data. The inpat dat
are divided into blocks, typically 64 megabytes aadh block is stored as a separate file in thal loc
file system. HDFS is implemented by two servicese dNameNode and many DataNode. The
NameNode is responsible for maintaining the HDR8atory tree, and is a centralized service in the



cluster operating on a single node. Clients corttectNameNode in order to perform common file
system operations, such as open, close, renamejedeid. NameNode does not store HDFS data
itself, but rather maintains a mapping betweerHBES file name, a list of blocks in the file, and the
DataNode(s) on which those blocks are stored [Be PC-Cluster layer provides to store large

amount of data.
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Figure 1: PC-Cluster based Storage System Architecture

3.1 PC-Cluster

Nowadays, many organizations need terabytes gtosggtems but are very expensive and require
higher degree of skills for their operations andntemance. Usually a desktop PC contain more titén 1
GB Hard Disk Drive (HDD), at least 256 MB or grea®AM and 2GHz or higher processor. The typical
installation of an operating system and other saféwinstallation do not use more than 20 GB of HDD
storage. This leaves on the average about 80%eo$ttirage space to be unused. Therefore, this paper
proposed PC-Cluster based storage system thabipensive and easy to maintain.

3.1.1 System Overview of PC-Cluster based Storaggstem

PC-Cluster is a collection of computer nodes, wisdhnterconnected by a high-speed switching
network, all nodes can be used individually or extively as a cluster. PC-Cluster based storage
system tries to transfer from the cluster computiogstorage server. The storage system uses
inexpensive PC components. The large files candvedby striping the data across multiple nodes.
In PC-Cluster consists of one NameNode as servernaemny DataNodes as clients. PC-Cluster
based storage system uses HDFS (Hadoop Distrilfife&ystem) to store datatine collection of
the nodes. Each node has its own memory, /O deve operating system. The nodes are
physically separated and connected via a LAN.

In PC-Cluster based storage system consists ofmreeNade and many DataNodes. NameNode
manages the whole PC-Cluster and maintains thedatataf HDFS that contains the information of
blocks, the current locations of blocks, and momtp the states of all nodes in the cluster.
NameNode is recorded any changes to the file systenespace such as opening, closing, renaming
files and directories. It also determines the magmf blocks to DataNodes. The DataNodes store
the physical storage of the files. DataNodes akldopm block creation, deletion and replication
upon instruction from the NameNode. In clusterdilare divided into blocks that are stored as
independent units. Each block is replicated to allsnumber of separate machines (typically 3) for
fault tolerance. In PC-Cluster layer, each indigidmachine of a cluster is referred to as a node.
This system is based on client-server architecuack consists of one server node (NameNode) and



many clients nodes (DataNodes) in order to maketherk as a single machine. NameNode has
two networks cards and one is connect to the feodt-infrastructure using gigabyte switch. The
PC-Cluster is the use of multiple computers, tylpicBCs which was built 1.5 GHz Pentium P4
processors, 8GB Hard disks and 512 MB RAM and running with Ubui®S. These PC are
connected by a gigabyte switch that can createsidgliu of being one machine. The proposed
PC-Cluster based storage system utilizes the egiS@C machines in our university without
purchasing any extra hardware and software compen€herefore, this storage system is very cost
effective architecture.
4. 1/0O Traffic Management

In this section presents the I/O traffic managenseheme for PC-Cluster based storage system.
First, we describe the block placement algorithrd #ren introduce Optimal Binary Search Tree
(OBST) to manage /O traffic on the proposed system

A. System Model

PC cluster based storage system is composed adépémdent heterogeneous machines. There
is exactly 1 NameNode and the remaining N-1 mach@me DataNodes DN= {D]NDN,,.....,DNg}.
Let file F is divided into blocks denoted as B=,{b,, ..., b} and stored into different DataNodes.
NameNode maintains B different blocks of metadatgre n is the total number of metadata.

B. Block Placement Algorithm
In this paper, block place algorithm is used taestdock replicas among DataNodes to improve load
balance and to utilize storage space and definfgstams as follows:
Definition 1: let N, be the number of data block for filBs be the size of file F and block size is
denoted byB.. So, we get
Np= Ds/Bs 1)

Definition 2: Let Tp be the total disk space of each DataNddiepe the used disk space of each
DataNode and, is denoted by the available disk space of eachNhade. So, we get

Ap =Tp-Up )
Definition 3: Let Throughput of DataNode DN= {DN, DN,, ...., DN} is calculated as the
following equation.
Throughput = D/ (date transfer time-latency) 3)

Algorithm 1: Block Placement Algorithm

Input: DataNode®DN={ DNy, DN,,....DN;} , replication factor, Number
of Data BlockNy
Output: DataNode®N List

1. for each file Fdo

2. Calculate N,=Ds/Bg
3. endfor
4. for each DataNodBN do
5. Calculate Ap=Tp-Up
6. CalculateThroughput = data size / (date transfer time-lateng)
7. end for
8. i=0

9. while (i<=r)

10. DN= find the largest A in the DN && efficient throughput

11. i= i+l

12. end while

13. returnDN




This algorithm is applied to available disk spac®l ahroughput of each DataNode that
dynamically predict network resources located dtedint sites of DataNodes using Network
Weather Service (NWS) [13]. In this paper, NameNosles B-tree indexing data structure to keep
DataNodes in descending order using their availdidk space as the key. When we want to find
DataNodes to place block, the Name node quicklyches the B-tree and return DataNodes list. The
available disk space of each DataNode is calculkteally in DataNode side and updated to the
NameNode periodically.

C. How to reduce 1/O Cost?

In this section describes to reduce I/O cost tgctiag optimal DataNode using Optimal Binary
Search Tree (OBST) algorithm from given DataNodst tb improve access performance and
defines definitions as follows:

Definition 4: Given a sequence of DataNode DN = {{DDN,,..,DN,} of n distinct DataNodes and a
set of probabilities p= <,,..,p> for searching the data block B in DN and g3,44..,¢.> for
unsuccessful searches.

P t X9 =1 (4)

Algorithm 2: Optimal Binary Search Tree

Input: DataNodes DN= { DNj, DN,,...., DN, } of n distinct DataNodes |,
a set of probabilities p=<m,....,p> for searching the data block B in DN ar
g=<t,%,..,cr>for unsuccessful searches.
Output: Optimal binary search tree fBiN

1. for each DataNodBN; do

2. weight = ¢

3. cost=0

4. end for

5. for L=1 until DN do

6. for i=0 until DN-L do

7. j=i+L

8. weighf= weight;; + p+q;

9. Let m be a value of k , i<k , for which Gy.1+¢ is minimum
10. cosj= weighf;+ COSty.1 + COSk;
11. fi= DNpy,

12. end for

13. end for

D. Implementation in PC-Cluster based Storage System

PC-cluster based cloud storage system is desigmetkliably storing very large files across
distributed commodity machine in a large clustestdres each file as a sequence of block; default
block size is 64MB and all blocks in a file are 8@ne size except the last one. The blocks oéa fil
are replicated for high availability and fault t@ace. The default replica factor for single ddtelk
is three. The proposed algorithms can be usedtwrrdime block placement for balance workload
and reduce data access time. The figure 2 show&dhework of data store operation and data
access operation on PC-Cluster based storage system
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Figure 2: Framework of Data Store and Access Operation oiCRGter based Storage System

In data store operation, when clients send thaia cstore in this storage system, firstly
NameNode calculate the DataNodes list depend olicagpn factor to place data fairly and
uniformly to DataNodes using block placement aldponi And then, NameNode send DataNodes
list on client for store their data. In data acagssration, when clients request their data adtess
this storage system, NameNode find optimal DataNoatose expected 1/0O cost is smallest from
list of DataNodes whose stored the data using dimpmgramming approach with Optimal Binary
Search Tree algorithm to improve data access time.



An example illustration result of data store operatvith five DataNodes is shown in figure
In this example, assume that the total disk spad&ach DatNode Tp is 80 GB and throughput
each DataNode has same. When a new d; is added, NameNode is selected DataNode lis,,
DN; and DN by using block placement algorithm and the Datalddid¢ s returned to the clie
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Figure 3: Example illustréion of Block Placement Algorithm with five DataN@

Client’s data is stored in C,, DN; and DN. For data access operation, NameNode ne:
choose optimal DN using Optimal Binary Search Talgorithm for a given DataNodes list I,
DN; and DNto improve access performance. We assume that witll @gababilities of , and g
for all DataNodes, we get optimal DataNode is;.

5. Experimental Environment

The test platform is built on a cluster with oneniddNode and five DataNodes of commot
computer. All nodes are interconnected with 1 GBihernet network. In each node, Ubuntu se
10.10 with the kernel of version 2.6-11server is installed. Java version is 1.6.0 and dp
version is 0.20.2. The size of HDFS blocks is 64 bl the nmber of replicas is set to three. 1
system configuration is shown in Table 1. During #xperiments, installation of Ubuntu opera
system uses 9.8125% and the remaining 90.1875%eddtbrage space to be usec- Cluster based
storage system.

Table 1. PC-Cluster based Storage System Configuration

System Process Configuratic Other Informatio

NameNode Pentium® Due-Core | Processor: Pentium® Di-Core CPU
T4200 @2.00GHz

Memory:1GB RAM

Storage: 250GB HDD

DataNodes Pentium P Processor: 1.5GHz Pentiupd
Memory:512 MB

Storage:80GB HDD

In the system configuration used the number of DataNodes and consumed about 10
Hard disks storage of each PC for installationrobperating system and other software installa
The available storage capacity of these PCs is tmwdlogetherand then can provide 5 x 70 = &
GB of storage capacity. The storage capacity resnamused and can be utilized if combined to ¢



huge amount of data. If our system configuratioaduthe number of 20 DataNodes, the avail
storage capacity can pride 20x70=1400 GB. Therefore, in the storage sesterage capacity c:
be increased depending on the number of PC no&€-Cluster. The average storage capacit
PC<Cluster based storage system is shown in figuhdodeover, 100 MB, 100 MB and 10 MB of
data files are stored to the cluster. The restiléxperiment are shown in figure
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Figure 4. Average Storage Capacity of -Cluster based Storage Sys

According to the result of figure 4, the OS andeothoftware installation used att 10% of
the disk storage and 90% of the storage capaaitpeaised in PC cluster based storage sy
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Figure 5. Average Disk Usage of F-Cluster based Storage Sys
The figure 5 shows the distribution of disk usadeew 100 MB, 1000 MB and 100(MB of
data are stored in the cluster. In this figure ussglication policy is random replica placem
policy and replication factor is three. Accordimgthe result of figure 5, we can see that datatc
always be placed fairly and uniformly to stce node and became unbalance workload. There
the proposed algorithms can apply storage utibratind load balancing of the data storage n
and improve the data access performe

6. Conclusion and Future Works
In this paper, design and archture of PC-Cluster based storage system is configured



utilizes inexpensive computer machines as storggferm of the cloud. It can be used to store large
amount of data and cost effective. As can be semn &xperimental resultshe storage can be
utilized more than 90% of storage spa@e future plan, to investigate more effective solus and
evaluation results for improve 1/O performance Gt€uster based storage system.
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