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Abstract 

 

 With the proliferation of social media 

sites, such as Twitter, Facebook, and LinkedIn, 

social streams have proven to contain the most 

up-to-date information on current events. 

Therefore, it is crucial to extract activities or 

events from the social streams, such as tweets 

and it become an ongoing research trend. Most 

approaches that aim at extracting event 

information from twitter typically use the context 

of messages. However, exploiting the location 

information of geo-referenced messages and the 

profile data are also important because tweet 

messages are short, fragmented and noisy, and 

therefore not include complete information about 

the events. For this, in this paper, a framework 

for event-extraction and categorization from 

Twitter is proposed. To extract the localized 

related activities, several mining mechanisms 

and cleaning techniques is used for real-time 

twitter corpus and various language processing 

approaches is applied  for  categorization the 

events and then the system will display the 

valuable information for the targeted  domain. 
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1. Introduction 

  

Social networking websites such as 

Facebook, Twitter, YouTube, Instagram, 

Pinterest, Google + and LinkedIn have emerged 

as powerful means of communication for people 

looking to share and exchange information. 

Among them, Facebook and Twitter have 

recently challenged mainstream media as the 

freshest source of information on important news 

events. These events range from popular, widely 

known ones (e.g., a concert by a popular music 

band) to smaller scale, local events (e.g., a 

meeting, a seminar or a contest) [3, 5]. 

Among the social media services, 

Twitter has several unique advantages that 

distinguish it from news web sites, blogs, or 

other information channels and become an 

important complementary source of such 

information. First, tweets are created in real-

time. With the brevity guaranteed by a 140-

character-message limit and the popularity of 

Twitter’s mobile applications, users tweet and re-

tweet instantly and much of this data can have 

locations attached to it using a GPS-equipped 

smart phone. These social networks are typically 

loosely moderated by service operators, with the 

majority of moderation that occurs being a 

reaction to offensive or inappropriate content 

being reported by other users. In part this may be 

due to the service operators wishing to promote 

free speech, but also due to the impracticality of 

monitoring the huge amount of data produced on 

a daily basis for such content [8, 9]. 

Twitter data is part of the Big Data 

paradigm and is characterized by high Velocity, 

Veracity and Volume (“the 3 Vs"). Yet the 

number of tweets posted daily has recently 

exceeded two-hundred million, many of which 

are either redundant, or of limited interest, 

leading to information overload.  Therefore, 



filtering out the important or relevant to the user 

information poses the first challenge for 

automated processing of tweets [1, 3]. 

While Twitter messages contain a 

wealth of useful information, they are also much 

disorganized motivating the need for automatic 

extraction, aggregation and categorization. 

Although there has been much interest in 

tracking trends in social media, little work has 

addressed the challenges arising from extracting 

structured representations of events or activities 

from short or informal texts. 

Moreover, most of the organizations 

today are increasing to larger and their activities 

or events may hold in unprepared manner and 

may not know in time. Therefore, people can 

miss the valuable information. However, people 

related to that organization mostly get that type 

of information from social media, Tweeter, 

because of the popularity and usability of that 

media. Analysing the message of twitter contents 

or social messages might the activities in term of 

when, what, who and where does it held. This 

way of extraction activities overcome the 

limitation of use of hardware devices. It also 

allows the easy and free access to such 

information in avoiding missing information in 

time. 

 

2. Related Works 

  

Event extraction is to automatically 

identify events from text with information about 

what happened, when, where, to whom, and why. 

Previous work in event extraction has focused 

largely on news articles, as the newswire texts 

have been the best source of information on 

current events. Approaches for event extraction 

include knowledge-based, data-driven and a 

combination of the above two categories. 

Knowledge based approaches often rely on 

linguistic and lexicographic patterns which 

represent expert domain knowledge for particular 

event types. They lack the flexibility of porting 

to new domains since extraction patterns often 

need to be re-defined. Data driven approaches 

require large annotated data to train statistical 

models that approximate linguistic phenomena. 

Nevertheless, it is expensive to obtain annotated 

data in practice [2]. 

Moreover, Twitter is the largest source 

of microblog text, responsible for gigabytes of 

human discourse every day. Processing 

microblog text is difficult: the genre is noisy, 

documents have little context and utterances are 

very short. As such, conventional NLP tools fail 

when faced with tweets and other microblog text 

[7]. 

Most of the existing approaches that 

detect events from tweets also focus on a 

particular kind of event, by grouping together 

words with similar burst patterns (i.e. words or 

phrases showing burst in appearance count). 

They rely on clustering or topic modeling 

techniques [4, 6, 11]. The draw-back of these 

approaches is that the resulting bag-of-words 

representation of the clusters/topics is often not 

descriptive enough. There have also been a 

number of projects aiming at extracting events 

specifically from tweets. Tweets are specific in 

nature and require special treatment, different 

from the news articles. Therefore, Twitter-

oriented systems often include methods to detect 

spam, reduce noise and eliminate uninformative 

messages [3]. 

The unsupervised approach is better 

suited to detect real world events that can inform 

and influence city authorities’ and citizens 

decision making and planning is proposed in 

[11], while open event detection approaches are 

not sufficient due to their lack of distinction 

between real world events and other non-related 

ordinary events. Their developed LDA-based a 

bag of words model can detect any topic being 

discussed on social media and it is supported by 



a keyword-based event type model to label 

detected topics as types of real world events. 

This allows non-event topics to be filtered out 

and enrich the explanation of the detected topics. 

A location detection approach has also been 

developed which determines the location 

information of related events. Moreover, their 

approach can also estimate the impact of the 

detected events according to event type, number 

of tweets, etc. These measurements can be 

aggregated based on event type and reflect the 

impact on the real world. 

Template based information system of 

[9] highlights the creation of a novel system for 

the real-time detection of events on Twitter, 

through the use of template-based Information 

Extraction techniques. The system returned 

promising results relating to the loss or theft of 

personal property, each containing a location – 

something that could be of great use to an 

investigator to take forward. 

The paper [5] proposes a pipelined 

system for major life event extraction from 

Twitter. The Experimental results show that their 

model is able to extract a wide variety of major 

life events. The key strategy adopted in this work 

is to obtain a relatively clean training dataset 

from large quantity of Twitter data by relying on 

minimum efforts of human supervision, and 

sometimes is at the sacrifice of recall. To achieve 

this goal, they rely on a couple of restrictions and 

manual screenings, such as relying on replies, 

LDA topic identification and seed screening. 

Each part of system depends on the early steps. 

Twical [1] also presented a scalable and 

open-domain approach to extracting and 

categorizing events from status messages. They 

evaluated the quality of these events in a manual 

evaluation showing a clear improvement in 

performance over an ngram baseline. They also 

proposed a novel approach to categorizing events 

in an open-domain text genre with unknown 

types. Their approach based on latent variable 

models first discovers event types which match 

the data, which are then used to classify 

aggregate events without any annotated 

examples.  

The TwitIE open-source NER pipeline, 

specifically developed to handle microblogs is 

presented in [7]. They discussed issues related to 

microblog NER and the requirement for domain 

adaptation demonstrated. Their evaluation results 

reported significant in specific location have 

been made into this challenging problem. 

However, there is also a severe lack of labeled 

training data, which hinders the adaptation of 

state-of-the- art NER algorithms, such as the 

Stanford CRF tagger. 

The article of NTT [10] described an 

overview of technology to automatically 

discover local event information from tweets and 

introduced the “town event information” service. 

They planned to produce content with 

nationwide event information to create services 

that can be used for local development. 

Therefore, this paper intends to propose 

a system than can extract University activities or 

event information extraction based on the above 

technology to overcome the challenges as many 

as possible. In this respect, the style is most 

similar to TwiCal. However, instead of training 

classifier for event extraction on in-domain 

training data, this system utilizes already trained 

extractor. The goal of TwiCal is constructing a 

calendar of upcoming events. Therefore, it 

extracts only scheduled events accompanied with 

explicit date mention. This system primarily 

interested in information concerning the 

organization recent or upcoming events, where 

explicit date annotation is often omitted. 

 

3. Proposed System Architecture 

The proposed system consists of four 

main components to extract Activity information 

as shown in Figure 1. 



3.1. Extracting Tweets from Twitter  

Firstly, we extract the tweets from real 

world twitter corpus within a specific time frame. 

From this step, we will get the tweets from all 

over the world that are related with the 

concerned University or not. 

 

3.2. Filtering related Tweets  

The tweets extracted from the twitter 

corpus are not concerned with the desired 

domain. Therefore the tweets are needed to filter 

to get the related information for the organization 

in order to create the following set of data. 

The first set contains tweets that are 

retrieved using a keyword search with the 

organization related terms, the example tweets 

are in figure 2: (a), (c) and (e). 

The second dataset consists of tweets 

that were received using a geo- 

bounded box covering the location of the 

organization, the example tweet is shown in 

Figure(f), that is not contain keyword of the 

organization’s name but it is get by the 

organization’s Latitude and Longitude. 

The third set contains the profile data of 

the Twitter accounts that contain work in the 

organization or any other information concerned 

 

 
Figure 1: Overview System for Information Extraction for the organization Events from Twitter 
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with the organization. Example tweets are in 

Figure1 (b) and (c), that tweets does not contain 

the organization keyword and they posted when 

they are not in the organization. But this type of 

data need further processing to check that they 

are related with the organization in current. 

 

3.3. Linguistic analysis 

 

In this process the following tasks will 

perform by using hybrid approach of supervised 

learning methods and rule based approaches to 

help the later steps of the Domain specific core 

IE components. This step also includes removing 

of noise from tweets, because most of the tweets 

include hash tag (#) and link, url. 

 

3.3.1. Labeling (POS) 

 

The role of Labeling or tagging is to 

generate the tagged set of the input tweets. Then 

to extract information the tagged set are 

compared against a pre-defined dictionaries for 

the organization’s activities. 

 

3.3.2. Parsing (Chunking) 

 

It is responsible of labeling segments of 

a sentence syntactically into noun phrase or verb 

phrase. Chunking has two approaches: 

Rule-based approach: this approach depends on 

written rules to classify the segments of the 

sentence. 

Supervised machine learning: this approach use 

a training dataset which is a set of labeled data 

used to learn the system how to label the 

segments of the sentence. 

 This system will base supervised 

machine learning approach and use Support 

Vector Machine to perform this task. 

 

3.3.3. Name Entity Recognition (NER) 

 

The actual classifications for the words 

(entities) are given. This classification is done 

using a hybrid approach of SVM and rule based 

approach. 

 

 

(a) 
 

(b) 

 

(c) 
 

(d) 
 

(e) 

(f) 
 

Figure 2: Example tweets that are related 

with UCSY by using keyword search and geo-

data information 

 

3. 4. Domain specific core IE components 

analysis 

This process is concerned the extracting 

the related organization’s events that are resulted 

from the previous states of domain independent 

analysis as shown in Figure 3. 

Today, the campus of UCSY is large 

and there an increasing number of activities that 

can hold in it because of the development of that. 

Although most of the activities such as 



conference and training can be seen University 

official web site, the current or immediate 

activities such as department meeting or seminar 

including professional seminar or master student 

seminar may hold in unprepared manner. Those 

types of information can’t be seen in time by the 

teachers and students who are interested and  

can’t be updated on web site.  However, 

teachers,  students  and staff  mostly share that 

information in social media and they all may not 

know each other and can’t get information 

immediately. Therefore a system that can show 

the real time information of social media about 

all the UCSY related activities is needed for all 

the people concerned in UCSY.    

Then the final output of data is 

extracted from the above tweets in example is 

prepared as shown in Table 1. 

 

(a) 

(b) 

(c) 

 

(d) 

 

Figure 3: Example of UCSY related event 

tweets 

In Table 1, the first row data is obtained 

from the Figure 3 (a) tweet: Date (13/12/2016), 

Place (Hall), Title (Fresher Welcome) and the 

data for “People” column is obtained by 

Knowledge Base: if the place is Hall, the 

participant should be all of the people at the 

University.  The data for “Time” column is also 

got as the similar pattern. The second row is 

found from Figure 3 (b) tweet, but the data of 

“Student” for the participant is gained from the 

fact of “second seminar”. The third row and 

fourth row data are described as the same 

manner. 

 

Date Time Place Title People 

13/12/2016 10:00 AM To 3:00 PM Hall Fresher Welcome ALL 

13/12/2016  Seminor Room A Information 

Extraction Thesis 

Student 

13/12/2016 3:00 PM Department Department 

Meeting 

Teacher 

14/12/2016 9:00 AM Hall 

 

Programming 

Contest 

ALL 

 

Table 1: Example output of the proposed system 

 

4. Conclusions 

Motivated by the wide variety of event 

categories which might be of interest to track, the 

system to extract the activity information of the 

organization from Social Media, Twitter is 

proposed in this paper. A number of approaches 

were investigated to address this challenge and 

this lead to a  framework to identify relevant 

events, and to automatically extract structured 

event attributes including filtering tweets and 

cleaning processes by using rule based and 

supervised learning methods. The proposed 

model also requires the identification of named 

entities, locations and time expressions. After 

that, the model can automatically extract events 



which involving a named entity at certain time, 

location, 

and with event-related keywords based on the 

co-occurrence patterns of the event elements. 

This system could facilitate search for social 

event and aid users in exploring and discovering 

social events on a larger scale. 
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