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Abstract

Due to the fast growth of online information
on the Internet, there are a large number of journals,
magazines, information portals and personal blog
sites written in Myanmar language have now online
editions. But there need more time to read and grasp
it. Manual analysis of the conveyed documents
becomes almost impossible. Therefore, the process of
summarizing documents is becoming increasingly
popular. It is a kind of text mining strategy which
involves reducing a text document or multiple
documents into a short set of words or paragraph
which conveys the main meaning of the text. Although
there are many language text summarizers but
Myanmar language summarizer is till in research
area. Summarizing the important information from
the multiple documents written in  Myanmar
Language at short period of time is not mature. In
this paper, when the user queries one or more
options, the system extracts the relevant important
sentences from the documents. After that, the system
abstracts the important information in fewer words
and then gives the word level summary to the user
that is relevant to the user query options. The system
focuses on Earthquake news written in Myanmar
Language.
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based and extract-based. An extract-based cowndists
sentences extracted from the document while an
abstract-based may brief words and phrases that do
not appear in the original document. The
summarization task can also be categorized asreithe
generic or query-oriented. A query-oriented summary
presents the information that is most relevanth® t
given queries, while a generic summary gives an
overall sense of the document’s content. For query-
focused multi-document summarization, a
summarizer incorporates user declared queries and
generates summaries that not only reflect the
important concepts in the input documents but also
bias to the queries.

Multi-Document Summarization (MDS) is
defined as the task of automatically producing a
uniqgue summary of a set of documents on the same
topic. MDS is a more complex task than single
document summarization as it aims to select
sentences relevant to different query-related tlseme
inside a set of documents, rather than to onlytehor
a single source text. The purpose of a brief surymar
is to shorten the information search and to minémiz
the time by spotting the most relevant facts frdw t
source documents. Generally, an effective summary
should be relevant, concise and fluent. It meaas th
the summary should cover the most important
concepts in the original document set, contain less
redundant information and should
Pe well-organized.

There are many language summarizers but lac
of summarization systems for Myanmar language.
Some modification should be added to meet with the
specific features of Myanmar language for better
performance. For some tasks, existing techniques

With the explosive growth of information need to be refined to suit Myanmar language. For

available on the World Wide Web, it has becomecertain features of the Myanmar language, new
more difficult to access relevant information frome ~ Methodologies may have to be added. The system
Web at a short period of time. Text Summarizatin i Proposed new extraction idea for Myanmar language.
the process of identifying the most salient Forward-backward algorithm concept is applied in

information in a document or set of documents (forextraction phase to understand the semantic. Longes

multi document summarization) and conveying it inmatching approach is used to reduce redundant
less space. It became an active field of research iinformation in abstraction phase. Some abstraction

both Information Retrieval (IR) and Natural Methods will also be used to get the better result.

Language Processing (NLP) communities. Text
Summarization process retrieves the most importan®, Related Wor k
content from the document. Its purpose is to identi

a summary of a document W|thout. rea_ldmg the entire Yanting LI and Kai CHENG proposed a novel
document. Document summarization can be

algorithm, called Triangle Sum for key sentence

categorized along two different phases: abStraCt'extraction from single document based on graph



theory in Nov, 2011. The proposed algorithm worksmethods build an internal semantic representation.
on single document without training data so thatt co Abstraction wuse natural language generation
can be reduced. They described an efficient methotechniques to create a summary closer to what a
which does not need to build any dictionary orhuman might generate. Extraction techniques

training data or examples before the key sentence®trieve key clauses sentences while abstraction
extracted from a document to extract triangles frominvolves briefing the source document. Abstraction
connected graplfil4] can condense a text more strongly than extraction.

Vishal Gupta and Gurpreet Singh Lehal madeThe abstractive summarization is similar to the vaay
a survey of Text Summarization Extractive person creates a summary. The programs for
Techniques in Aug, 2010. Summarization methodsabstraction are harder to develop as they reqgbee t
can be classified into extractive and abstractiveuse of natural language generation technology, whic
summarization. An extractive summarization methoditself is a growing field. There are two particular
based on statistical and linguistic features oftypes of summarizations:
sentencesAn abstractive summarization method usess Key phrase extraction - where the goal is to select
linguistic methods to examine and interpret the.tex individual words or phrases to "tag" a document.

In this survey paper, Vishal Gupta and Gurpreet Document summarization - where the goal is to
Singh Lehal presented many variations of the select whole sentences to create a short summary.
extractive approaches and their pros and cdrtis Summarization can be eithergeneric

Aijun Xu proposed query-focused documentsummaries ouser-focused (query-based) summaries.
summarization using concept analysis. It uses ltatemA generic summary presents an overall sense of the
Semantic Analysis for finding out the concepts anddocuments’ contents. In those systems, the summary
identifying representative sentences of the cormsceptis about the whole document. In query-based text
then it uses the correlation measure between twgummarization systems, the summary is about the
matrices to measure similarity. The summaryquery asked. It presents the important informatibn
sentences are selected with the similarity oner®; o the document that are related to the user’'s query.
Experimental result shows that the proposedSummarization of multimedia documents, e.g.
summarization method is effective, and it canpictures or movies, is also possible. Some systems
improve the performance of summarization. Also,will generate a summary based on a single source
there is a lot of room for improvement. For example document §ngle document summarization). Others
readability is an important aspect in the perforogan can use multiple source documentsnuli-document
of summarization[1] summarization).

Pinaki Bhaskar and Sivaji Bandyopadhyay
presented a graph based approach for quer
dependent multi document summarization system i
2009. They tested their proposed algorithm with :iew
articles from TAC 2008 data of Update Multi-Document ~ Summarization is an
Summarization track. The experimental resultsautomatic —procedure aimed at extraction of
suggest that the proposed algorithm is effectivé aninformation from multiple texts written about the
efficient. They tested with 48 document sets eagh ~ Same topic. It extracts the most important infororat
10 news articles on a same topic. The proposefflom a set of documents to generate a compressed
algorithm can be improved tbandle more noisy Summary. It is also creates information reports tha

WEB articles or work on other domain t4a] are both concise and comprehensive. Multi-
Document Summarization is much more complex

than summarizing a single document, even a very

.2. Multi-Document Summarization

3. Theory Background

large one.
o There are three level of document summary:
3.1. Text Summarization e Word Level — It can give condense facts to  the
user.
Text Summarization is a kind of text mining ® Sentence Level — It can give regenerated

strategy. It is the creation of a shortened version of a ~ Sentences to the user. .
text by a computer program It summarizes brief® Paragraph Level — It can giveabstract summary
information from a given document while preserving ~ closer to what a human might generate. It needs to
important  concepts of the document. Text Paraphrase.
Summarization can be categorized as extractive and )
abstractive according to the way the summary is3-3- Forward-Backward Algorithm
created.

Extractive methods work by selecting a subset The forward-backward algorithm has very
of existing words, phrases, or sentences in theémportant applications to both hidden Markov models

original text to form the summary. Abstractive (ymMs) and conditional random fields (CRFs). It is



a dynamic programming algorithm, and is clos
related to the Viterbi algorithm for decoding w
HMMs or CRFs.The proposed system use forw-
backward algorithm concept to understand

semantic.

Inputs: Length m, set of possible states S, function (s, &, 7). Define * to be
special initial state.
Initialization (forward terms): Foralls € S,

afl,8) =u(* s1)

Recursion (forward terms): Forall j € {2...m},s € §,
o(j,s) =Y ali—1,¢) x¥(d,s,7)

eS8

Initialization (backward terms): Forall s € S,
B(m,s) =1
Recursion (backward terms): Forall je {1...(m -1)}.s€ S,
Bli,s) = Z Bli+1,8) x (s, 8, j+1)
s'es

Calculations:

Z= Z a(m. s)

seS
Forallje {1...m},ae S,

p(f,a) = alja) x B(j, a)
Forallje {1...(m—-1)},a,b€ S,

pli.a.b)y=alj e) x v(a.bj+1)x (i +1.b)

Figure 1. Forwardackward Algorithn

4, Query-Focused M ulti-Document

Summarization

When the userchooses one or more que
options i.e. , , the proposed
system extracts important sentences which col
the query related informatioaccording to the quet
related features from muldecument of the san
topic.

After that, the system abstracts the n
relevant information from theextracted sentence
Finally, the system gives the world level summar
the user that is related to the queoption. The
proposed system develops both extraction
abstraction phases to gabre accurate summe.

Multi-Document II

Extract Important Sentences

|

Abstract Most Relevant Information

Select Query
Option

l

Word Level
Summary

Figure 2.System Overvie'
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Figure 3.Sample Earthquake Ne
4.1. Typical Earthquake News Features

According to the sample earthquake ne
there are eight typical earthquake news featuresy
are -

. -Jooo &5



JJ9

o

According to the earthquake news features, thes
three main categories.

* Time
( . )

» Place

» Condition
( - 1 |

4.2. Query Relevant Features

. Time

- Place

- Condition

Q.

J.

4.3. Preprocessing Phase

First, download Earthquake news frc
Myanmar News sites such as Weekly eleven, S
Days, The Voice, etc. fen, use KANAUNCG
Converter to convert Myanmar 3 fc Assume that

one news is one document the same topic. User
query options are left hand sidof the typical

earthquake news featuresSegmentation is not
consider in this proposed systi
4.4. Extraction Phase
Multi-document
Query

Relevant
Features

SelectQuery /| Apply Forward-Backward
Option Algorithm Concept

Rank Sentences

Extract Highest Score
Sentences

Store as
Candidate
Sentences

Figure 4. Extraction

In Extraction Phasethe system input is
multi-document of the same topic.hen the user
gueries one or moreoptiors, the system use
ForwardBackward algorithmconcept to retrieve
the important sentences from tmulti-documents
according to tB user query optis and query
relevant features . Ithe user query option is

, the system search que
relevant features of time ( - )
form the multi-documenénd find the informatiol
related to the timeThe system selects all tl
sentences which contain information related
time. After that, the system ranks the senter
with the highest score and store the highest <
sentences as candidate sente

4.5. Abstraction Phase

In Abstraction Phase, the systerse
longest matching approach to reduce redun
information. The system also needs to dew
some abstraction methods such as substitt
averaging, comparison methods to get
condensation.



Input Candidate Sentences

Apply Longest Matching Approach

l

Use Some Abstraction Methods

< Word Level Summary >

Figure 5.Abstractior

Finally, the proposed system displays
accurate word level summary to the user ths
relevant to the query options.

5. Conclusion

This paper proposed qu+-focused
document summarization on Earthquake news wr
in Myanmar Language. Myanmaanguag structure
is complex ® new methodologies may have to
added to get the accurate word level summary.if
system, both extraction and abstraction will
applied to get the better result. This system daa
the user to a ard level summary about Earthque
news written in Myanmar Language at a short pe
of time. The result of sample word level summi
according to the user query options is as show
Figure.
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Figure 6. Sampl&Vord Leve Summary
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