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documents which match a query as presented to the
Abstract system and which may, or may not, contain the
desired information. Boolean model is one of the
approaches that use in IR. A Boolean query is
constructed from atomic query terms (words or
phrases) using the logical operators AND, OR and
NOT [11].

With the rapid expansion of the internet, there is
| no need to go to the shopping center or mall, and
showroom for buying computer or searching
information about the computer. As the role of
internet is increased, the use of on-line shopjing
everyday life becomes very popular. This system
aims to help the user in saving time, energy and
money. This system uses Boolean model equations
het© retrieve the laptop computer information that is
relevant to the users' preferences. In this systeen,
buyer can choose the product to meet his/her price
and can also see another type of product from
different sellers.

The rest of the paper is organized as follows: the
1background history of information extraction and
information retrieval is described in the next ssct
Section 3 represents the concept of Boolean Model
and the architecture of the proposed system is
described in section 4. And then, section 5 dessrib
the evaluation of the proposed system. Finally, the
conclusion of this paper and references are destrib
in section 6 and 7 respectively.

The rapid growth of on-line information has
created a surge of interest in tools that are atule
extract information from on-line documents.
Information extraction (IE) is the process of podji
desired pieces of information out of a documéat
systems are complementary to Information Retrieva
(IR) systems and can make information retrieval
more precise. This system intends to implement an
information extraction system using Boolean Model
and it will display the relevant information
according to user's preference. Boolean model was
the first operational Information Retrieval mod#l.
has the advantages of ease and efficiency of t
implementation, simplicity of the inverted file
structure, and clarity of the model. In Boolean
Model, user's request is converted to Boolean
algebra (i.e., 0 and 1) and Boolean queries give
inclusion or exclusion of documents. As a caseystud
this system will implement based on sale system o
computer and accessories.

1. Introduction

Information Extraction (IE) is the name given to
any process which selectively structures and
combines data which is found, explicitly stated or . . .
implied, in one or more texts [5]. Information 2. History Of Inform_atlon Extraction and
retrieval (IR) techniques identify documents from a | nformation Retrieval
larger collection which are (hopefully) relevantthwi
respect to some query. Information extraction (IE) 2.1. Information Extraction
techniques process a document to identify pre-
specified entities and the relationships betweemth Information extraction (IE) is the process of
Put another way, IR retrieves relevant documentspulling desired pieces of information out of a
from collections, and |IE extracts relevant document [13]. IE technology automatically skims
information from documents. The two techniques are through text and identifies predefined types of
therefore complementary, and their use in information.An IE application is usually configured
combination has the potential to create a powerful with the information type, and often location ireth
tool in text processing, allowing, for example, the text, so the information then becomes available for
automated construction of repositories of struature further processing, human or automatic. A typical
information from large free-text collections. use of Information Extraction is to "extract" this

Information (or document) retrieval systems information and put it in a database format. And
deal with the representation, organization, and Information Extraction (IE) is also used today to
accessing of information items, documents or support and enhance other kinds of text handling

representatives of documentsIR identifies applications such as Information Retrieval, Questio



Answering, Text Categorization, and even Machine identifies documents which match a query as
Translation of Natural Languages. presented to the system and which may, or may not,
Information Extraction technology recognizes contain the desired information. Furthermore, IR
predefined types of information in text, withoueth systems can be classified into four basic models:
specific instances of those types having to benddfi  Boolean model, probabilistic model, vector space
in advance of timeSystems today use one of three model, and linguistic model [14]. This paper
strategies for finding the specified informatiorténxt implements the role of Boolean Model in IR system
— human developed patterns to find key information, and how they applied in IE system.
based on grammatical structures and domain
expressions, patterns of key information 3, Boolean M odéd
automatically learned from manually tagged
examples in the text, and hybrid systems. Most  Boolean model was the first operational
current systems are in fact based almost entirely 0 |nformation Retrieval model. In this model,
human developed patterns. Some of these arejocuments are indexed with a set of terms, and
experimenting with automated learning in queries are terms combined with the logical
combination with manually developed patterns and operators AND, OR and NOT [6]. The result
can be considered hybrid. On the whole, IE obtained from the processing of a query is a set of
technology has reached levels of accuracy anddocuments that totally match with it, i.e., onlyotw
adaptability to new tasks that make it useful in possibilities are considered for each documenbeto
operational settings [12]. or not to be relevant for the user's needs, reptede
IE systems are complementary to IR systems. by the user query [8].
They analyze pre-SeIeCted but unrestricted texts in And furthermore, the conventional Boolean
order to identify pre-specified entities, eventsda retrieval systems cannot provide ranked retrieval
relationShipS, i.e., it acts as does the "userdrofR Output in order of query-document S|m||ar|ty [2]
system in identifying the required information vitth  Sych a ranked output is useful because controls are
a retrieved document. Information extraction is a now available over the size of the retrieved
non-trivial task as there are many ways of expnessi  document set, and iterative retrieval strategiesetha
the same fact, and in addition, information may be on successive query reformulations are simplified.
distributed across several sentences. Therefore, this paper uses the combination of
IE techniques are computationally intensive and Boolean Model and Extended Boolean Model to
therefore it is necessary to ensure as far asssifle ~ support ranking facility. The Extended Boolean
that documents input to an IE system are likely to Model utilizes document term weights reflecting the
fall within the domain of the specific IE system. jmportance of individual terms in a document to
ThUS, it is natural to think of ways in which an IR calculate query-document similarities [7]
system can be used as a front-end to an IE systemt  The advantages of the Boolean Model is that it
retrieve, from the source collection, documents has ease and efficiency of the implementation,

which are relevant to an extraction scenario. simplicity of the inverted file structure, and dtgrof
Coupling IR and IE in this way is not a novel idea the model [4].

[11]. Although the Boolean system has been popular
_ _ in operational situations, the system has been
2.2. Information Retrieval criticized for several reasons: (1) the constructé

a query formulation is too difficult for the us¢g) it

The meaning of the term information retrieval does not support ranked output in any order of
(IR) can be very broad. Some defines Information presumed importance to the user, (3) the size®f th
retrieval (IR) is finding material (usually docunteh retrieved documents is difficult to control, and (4
of an unstructured nature (usually text) that ies  there is no provision for term weighting either the
an information need from within large collections documents or the queries [6].
(usually stored on computers) [1]. And other define
IR is concerned with the process involved in the 4 The Architecture of the Proposed
representation, storage, searching and finding of System
information which is relevant to a requirement for
information desired by a human user [9]. In falg t
primary goal of an IR system is to retrieve all the
documents which are relevant to a user query while
retrieving as few non-relevant documents as passibl
[10].

The field of IR also covers supporting users in
browsing or filtering document collections or fugth
processing a set of retrieved documents. And tRen |

The electronic commerce is a major trend on the
Web nowadays and one which has benefited millions
of people. As the role of internet is increased th
people do not need to spend their time and enengy f
shopping. This system aims to build up the user
preferences in on-line shopping.



In this system, the visited user is firstly checked 2GB) AND (NOT Acer)" to the system. And the
by the system, whether he/she is member or not. Ifdatabase collection consists of three documents
not, the user must be registered first. And the (D=3) with the following content:
customer can ask for their necessities to the gyste
The system alters the user's request to Booleane D,: Acer, Aspire TimeLine 4810T, Premium,
algebra (i.e., 0 and 1), and match the requesgusin Intel Core2 Solo, SU3500, 1.4GHz, 2GB,
Boolean Model equations. After matching, the DDR3, 1066MHz, 320GB HDD,SATA,14"HD
relevant information is retrieved from the database LED LCD, Gb LAN, Intel Wi-Fi Link
with the order of the similarity result. And thendi 802.11b/g/n, Bluetooth, 6-Cells, DVD-RW DL,
result is showed to the user. The overview of the Webcam, 755000
system is shown in Figure 1 and detailed design ise D,: Compag, PreSurio CQ41-203TU, Premium,
shown in Figure 2. Intel Core i3, 330M, 2.13GHz, 2GB, DDR3,

1066MHz, 320GB HDD, SATA, 14.1" WXGA

16:9 Wide, LAN, Intel Wi-Fi Link 802.11b/g/n,

Bluetooth, 6-Cells, DVD-RW Lightscribe,

Webcam, 600000
¢ D3z SUZUKI, Kuiper 1412PKS, Premium, Intel

Core2 Duo, T6500,2.1GHz,3GB, DDR2,

800MHz, 320GB HDD, SATA, 14.1"

Widescreen, LAN, Intel Wi-Fi  Link

802.11b/g/n, Bluetooth, 6-Cells, DVD-RW DL,
Figurel: Overview of the proposed system 1.3M Webcam, 698700
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The weight of each term is calculated by the
following equations [3]:

""""""""""""""""""" Wi,j = thhorm i,j* idf norm i

" _ idf,
: and idformi=

tfmax ij idfmax g

where tfomij =
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Where
B”“lﬂ"lgi"“""“” | Wi = weight of term i in document
Mah e wming @ tfhom i = normalized term frequency of
_ term i in document j
tfi; = term frequency of term i in
L document |
tfmax iy = maximum term frequency of
Figure 2: Detailed Design ofthe proposed system termiin dOCUmentj
idf; = inverse document frequency of
term i in collection ¢
5. Evaluation of the Proposed System i g - maximum inverse document

frequency of a generic term g in

This section describes the calculation of the the collection ¢

Boolean Model. And the sample database of laptop

information is shown in Table 1. idfaorm i = normalized inverse document
In this system, the users need to enter the first freque_ncy of term i in the
query that is price and purpose of use. Assume the collection ¢

user enter the price between 600000 and 800000, and ) )

enter 'Premium' for purpose. The system retrieves  And the calculation of weight value of each term
laptop information from the database related to the iS shown in Table 2.

user's first query. And then the user requests the

message: "((Intel Core i3 OR Intel Core2 Duo) AND



Table 1: Samplelist of laptop computer in database

Hard Frice
Type Nodel Purpose Processor Memory . Display Arcesyories N
¥P TR L Disl. play )
Aspirs Intsl Corsl |, |32 _ G LAN, Intel Wi-Fi Link
Acer | Timelins | Premivm | Selo,5U3500, ”G'B‘DI;R;'-I HDD, Lg}ng 802.11b/g/n, Blestootk, 6-Calls,| 755000
4B10T 1.4GH= SATA DVD-EW DL, Wabcam
Intal Coral 320GE Gb LA Intal Wi-Fi Link
ASUS Fi2Q Innovator Duo, T5800, ”Ggizi‘“‘a HDD, 1:;? 802.11b/g/n, Blustooth, 6-Calls, 508000
12GH=z SATA DWD-FW DL, 1. 30 Wabcam
Intsl Cor=d 32 LAN Wi-Fi,Elustooth §-Cslls,
Compag :o?;x Premium Duo,PE600, ”ﬁiﬁi‘* g HDD, 1;;}1( éf DVD-REW 1100000
1.4GH= SATA LightScriba, Wabcam
PeSuio s 1410 LAN, Intal Wi-FiLink
T 3 = - 2 -1
Compag | CQ4l- | Premium | | ,Imlf“f PCEDDELL| "rp, | wga  [BORIDEREl=ech bl oo
i 3330M213CH | 06MHz | ool | Cote DVD-RW
) LightSoriba Waboam
Intsl Cor=l 320GE
Vostoo 4GE DDF2, LAN Wi-Fi Elustooth §-Calls,
DELL N Premium Do, PT570, T ‘| HDD, | 13.3"LED N . N ’ 1000000
1320 12 ull SATA DWVD-E'W DL, Wabcam
Intal Coral 320GE Gb LA Intal Wi-Fi Link
Gatoway | NV 4202t | Innovater Duo, T6500, "G';;izf:& HDD, 14 ﬁ;ﬂ. 202.11g/n, Blustooth, 6-Calls, | 045000
2. 1GH=z ! Mull DWVD-E'W DL, Wabcam
Intsl Cor=l 320GE
4GB, DDFE3, LAN, Wi-Fi }ull 6-Calls,
HP G680 Innovater Due, T7T300, g ‘| HDD, | 15.6"LED ’ . : ' 40000
2 ull SATA DWVD-E'W DL, Wabcam
Fonipar Intal Coral |, o o| 320GE B L AN, Intal WiFi Link
SUZUEL 1412 Dreminm Duo, T6500, ’Gﬁ‘;}:g:s HDD, WH'I 802.11biz/n Blustooth 6-Calls | 60ET00
PES 2 1GH=z SATA ! DVD-EW DL, 1.3 Wabcam
Table 2: Calculation of the weight of documents
Counts, . [ — W,
. Q e M =i af, | Diar. | idf | ef.._. 5
e D, [, D, |D [D; | D D, | D, | D
SODDID 0 1] 1 1] 1] 1 0 1 3/1=3 | 0.4771 1 0 1 /]
GORTOD [1] [1] [1] 1 [1] [1] 1 1 3/1=3 | 0.4771 1 [1] [1] 1
755000 [1] 1 [1] [1] 1 [1] [1] 1 3/1=3 | 0.4771 1 1 [1] [1]
2GE 1 1 1 [1] 1 1 [1] 2 |3/2=1.5] 0.1761 | 03601 0.3601 | 0.3601 [1]
320CGE HDD 1] 1 1 1 1 1 1 3 3/3=1 [1] [1] 1] 1] [1]
10660 Hz 1] 1 1 [1] 1 1 1] 2 13/2=1.5] 0.1761 | 0.3601 0.3601 | 0.3601 [1]
1.38] Wisbcam (1] [1] [1] 1 [1] (1] 1 1 3/1=3 | 0.4771 1 (1] (1] 1
14.1" Widazorasn 1] [1] [1] 1 [1] 1] 1 1 3/1=3 | 0.4771 1 1] 1] 1
Aoar 1 1 1] [1] 1 /] /] 1 3/1=3 | 0.4771 1 1 /] [1]
Compag 1] [1] 1 [1] [1] 1 1] 1 3/1=3 | 0.4771 1 1] 1 [1]
DVD-FW DL [1] 1 [1] 1 1 [1] 1 1 |3/2=1.5] 0.1761 | 0.3601 0.3601 [1] 0.3601
Intal Cogal Do 1 [1] 1] 1 [1] /] 1 1 3/1=3 | 0.4771 1 /] /] 1
Intsl Coral Solo [1] 1 [1] [1] 1 [1] [1] 1 3/1=3 | 0.4771 1 1 [1] [1]
Inmtsl Cog= 43 1 [1] 1 [1] [1] 1 [1] 1 3/1=3 | 0.4771 1 [1] 1 [1]
Tntsl Wi-Fi Link N
02 11b/en 1] 1 1 1 1 1 1 3 3/5=1 1] 1] 1] 1] 1]
Euipar 1412PES [1] 1] [1] 1 [1] [1] 1 1 3/1=3 | 0.4771 1 [1] [1] 1
LAN 0 1] 1 1 1] 1 1 2 |3/2=1.5| 0.1761 | D.3601 0 0.3601 | 0.3601
Pr=Surio CO41-203T0 | O [1] 1 [1] [1] 1 [1] 1 3/1=3 | 0.4771 1 [1] 1 [1]
SUZUET /] 1] 1] 1 1] /] 1 1 3/1=3 | 0.4771 1 /] /] 1
T&500 0 1] 0 1 1] 0 1 1 3/1=3 | 0.4771 1 0 0 1
5.1. Euclidean Distance Therefore the maximum Euclidean Distance or

maximum displacement (gd) between the two

After the calculation of the weight there is need points is:
to find the Euclidean Distance. This has important
implications for multiple term queries. Consideot f Omax= j(l -0f+(1-0f =/2 =1.4142
example, a query Q consisting of two terms, k1 and
k2. A term space representation of this query  For AND queries, a similarity measure can be
contains two extreme points: computed by subtracting the Euclidean Distance
between the (1, 1) andM;, W) points from the
maximum distance, gy

¢ oneat (1, 1) corresponding to documents
completely relevant; i.e., containing both
terms. dAND = dmax_\/(l - V\4<l)2 + (1 - VV(Z)Z
+ one at (0, 0) corresponding to documents
completely irrelevant; i.e., containing
neither terms.




And OR query of the Euclidean Distance of a
document at Wk, W) must be d<1.4142. The
equation is as follows [3]:

dor = Ghax _\/(Wkl - OF + (Wi — O

5.2. Normalized Similarity Scores

To compare similarity scores for a variety of
scenarios, there is need to normalize all distabges
dividing by dnax Thus, for AND and OR queries we
obtain the following equations [3]:

2 2
Sim(Qa axpkz, D) = 1 —  fL-MS T OZH 2+ -t

Sim(Qu orke: D) =1 7/@
2

For user query: "((Intel Core iBR Intel Core2

Duo) AND 2GB) AND (NOT Acer)"
documents, the system firstly calculate the imD&r

guery parenthesis and then calculatdéD query and
finally calculateNOT query.

and

For document B the query "Intel Core i®R
Intel Core2 Duo": k= Intel Core i3 and k= Intel

Core2 Duo,

dor = Onax—_/ (Wia — OF + (Wie — OF

=2 —j(0—0f+(0—03

. Wii? + Wi
Sim(Quorke, D) =1 —A/%
=1- [00+0-0® =1
2

For query "(Intel Core iR Intel Core2 Duo)
AND 2GB": k;= Intel Core i30R Intel Core2 Duo
and k = 2GB,

=1.4142

danp = dmax_j(l = W) + (1 — We)?
=2 —j(l —1F+ (1-0.3699

=1.4142 - 0.6309 = 0.7833

[ 1 —Wa)? + (1 — Wo)?
Sim(Qa anpke, D) =1 - %

—1_ [(—1f+(1-0.3698
2
=1- ,0.3980 =0.3691

For query "((Intel Core i®R Intel Core2 Duo)

AND 2GB) AND (NOT Acer)": ko= ((Intel Core i3
OR Intel Core2 Duo)AND 2GB) and k= NOT

Acer,

where Wo =1 —Weer=1-1=0

danp = dmax_j(l = W)® + (1 = We)?
=2 —j(l —0.3691) + (1 — Of

=1.4142 -1.1824 = 0.2318

SiM(Qu anp k2, D) =1 — w
=1 [a-osnia-o
2

=1-/0.699( =1-0.8361

=0.1639
And then, the system calculates the similarity of
D, and 3 as like above. Table 3 shows the result of
documents (B D,, and I3).

Table 3: Similarity results sorted in descending order

Docoment Brand Model No Similarity Resalt
PraSurio CO41- -

D, 0.5262
! Compeq 203TU

o, SUZUKI Euiper 1412PKS 03876

D, Acer Aspire Timel.ine 01639
: 4810T

6. Conclusion

Information  Extraction is an emerging
technology. It is characteristic of emerging
technologies that their best applications are not
always understood immediately, whether by
developers or by users. The development and
evolution of the important uses for emerging
technologies, and their acceptance, require
considerable support by technologists, willingniss
experiment on their part, and collaboration between
user and technologist. IE systems are complementary
to Information Retrieval (IR) systems and can make
information retrieval more precise. This paper
describes how IR system can be used as a front-end
to an IE system, and how Boolean Model is applied
in IR system. The main purpose of this system is to
build up the user preferences in on-line shopping.
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