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Abstract 
 
 Manually produced lexical resources are 
time-consuming and labour-intensive. Therefore, 
automatically identifying these resources is 
important to overcome knowledge bottleneck in 
natural language processing. This paper deals 
with the task of finding synonyms and near 
synonyms from raw data for the lexical 
substitution task. In this paper, an approach for 
automatically identifying synonyms is presented 
to support the process of semantic simplification 
for Myanmar text. Candidate synonyms for a 
target word will be generated using latent 
semantic analysis (LSA), which is a fully 
automatic statistical technique for extracting 
relations of expected contextual usage of words. 
This work can be helpful for thesaurus 
construction for Myanmar language. 
 

1. Introduction 
 
 Synonym recognition is an important issue in 
a variety of fields dealing with language 
processing such as information retrieval and text 
summarization. Synonyms are different words 
with almost identical or similar meanings. For 
example, the words Eကန္, Aမွန္, and စင္စစ္ are 

synonyms [9].  In information retrieval, 
synonyms can be used to augment the query in 
order to improve the searched results of the 
retrieved articles [4, 7]. In summarization, 

synonyms are used for detection of redundant 
phrases in a text. 
 There are several domain independent lexical 
databases which provide short, general 
definitions of the words, and records the various 
semantic relations between the words for English 
and many other languages. Having lexical 
resources makes it easy to detect synonym words 
from the text. For Myanmar language, synonym 
detection is a challenging task due to its 
language-specific issues and lack of lexical 
resources. 
 Work in computational linguistics related to 
synonym detection has mainly focused on 
detecting semantically related words rather than 
exact synonyms, often using surrounding words 
to cluster words according to their similarity. The 
words are surrounded by context, which 
theoretically help in the process of synonym 
detection [8]. Context is the environment in 
which a word is used and it provides the 
information to figure out the meaning of a new 
or polysemous word. 
 There are a number of approaches for 
computing the semantic similarity between 
words. Reported approaches to solve synonym 
detection include latent semantic analysis (LSA), 
pointwise mutual information (PMI), matrix of 
proximity in documents combined with patterns 
of incompatibility, thesaurus-based methods, 
corpus-based similarity matrices, and a 
combination of various procedures. 



 The semantic similarity between words is 
based on the similarity between contexts. The 
vector space model is a popular technique to 
encode contexts and measure their similarity. For 
a target word which appears in a corpus, a 
context length, for example, the words in the 
same sentence or the words in a window of width 
L, is defined and all the words in the context of 
every occurrence of target word inside a bag. 
The several semantic similarity metrics can be 
defined between the bags corresponding to two 
words. There is much information lost in the 
vector space model because all the words are put 
together in the bag. Therefore, it can be extended 
with latent semantic analysis (LSA), a 
dimensionality reduction procedure in [17]. 
 In this paper, a classical technique, latent 
semantic analysis (LSA), will be applied to 
detect automatically candidate synonyms from 
Myanmar text to support the lexical substitution 
task. It is a statistical method that extracts 
meaning of words using the information about 
the usage of the words in the context. LSA 
represents the text as a matrix and applies 
singular value decomposition (SVD) to that 
matrix. The result from singular value 
decomposition is a representation from which 
similarity measures between all pairs consisting 
of words or contexts can be calculated in the 
reduced dimensional space. 
 The rest of the paper is organized as follows. 
Section 2 reviews related work. The brief 
description of LSA and SVD is presented in 
section 3 and 4 respectively. The proposed 
system for detecting candidate synonyms from 
Myanmar text is presented in section 5, and 
finally end with conclusion in section 6. 
 

2. Related Work 
 
 Much research has been carried on the search 
for semantically similar words in corpora in an 

automated manner in English and some other 
languages. However, a common problem is the 
size of the corpus available and for this reason 
they used to focus on restricted domains. One of 
the famous work proposed by [17] use document 
distribution to measure word similarity. They 
showed that LSA does not yield the best results 
when working with smaller document sets. 
 An unsupervised method which is based on 
the mutual information scores between a near 
synonym and the content words in the context 
filtering out the stop words is described in [1]. 
The pointwise mutual information (PMI) 
between two words compares the probability of 
observing the two words together i.e. their joint 
probability to the probabilities of observing each 
word independently. 
 The PMI-IR is a hybrid approach to deal with 
synonym detection [13]. It uses a combination of 
Pointwise Mutual Information (PMI) and 
Information Retrieval (IR) features. This work 
does not follow the attributional similarity 
paradigm but rather propose a heuristic to 
measure semantic distance. 
 The PMI-IR algorithm is refined and 
proposed a module combination to include new 
features such as LSA and thesaurus evidences 
[3]. A method which combines both approaches 
by employing global and local evidence of 
attributional similarity into a single measure is 
proposed in [15]. 
 However, the most similar words produced 
using these methods are not always near 
synonyms, but may be words in other semantic 
relationships such as antonyms, hyponyms. 
Therefore, manual post processing of such 
automatically produced resources to filter out 
unwanted words may be necessary before they 
can be used [3]. They used Lin’s measure[2] of 
distributional similarity which is described by the 
ratio between the amount of information needed 
to state the commonality of the two words and 
the information needed to fully describe each 



word, to obtain most similar words to the target 
word and re-ranked the candidates using the 
overlap methods. 
 

3. Latent Semantic Analysis 
 
 Latent Semantic Analysis (LSA) analyzes 
texts to find the underlying meaning or concepts 
of those texts. It keeps information about which 
words are used in the context such as a sentence 
or a passage, while preserving information of 
common words among sentences or passages, 
and represents the meaning of a word as a kind 
of average of the meaning of all passages in 
which it appears. It identifies the statistical 
association of words based on the assumption 
that there is some underlying latent semantic 
structure in the text. 
 The first step in LSA is to represent the text 
as a matrix in which each row stands for a unique 
word and each column stands for a text passage 
or other context. It then uses a statistical 
technique, called singular value decomposition 
(SVD) to estimate the latent structure. The 
results of this decomposition are descriptions of 
words and contexts based on the latent semantic 
structure derived from SVD. This structure is 
called the hidden concept space, which 
associates syntactically different but semantically 
similar words and contexts. 
 Let D be the text collection, the number of 
distinctive words in D be m and the number of 
text passages or other context in D be n. LSA 
starts with a  term-document matrix M. 

Each row of M represents a word and each 
column represents a context. Each entry of the 
matrix M, denoted by , is the number of times 

that word occurs in context j. 
  

 

 A row in this matrix will be a vector 
corresponding to a word, giving its relation to 
each context. 

 
 A column in this matrix will be a vector 
corresponding to a context, giving its relation to 
each term. 

 
 LSA method then uses singular value 
decomposition (SVD) for finding out 
semantically similar words and passages. 
 

4. Singular Value Decomposition 
 
 The singular value decomposition is a way of 
factoring matrices into a series of linear 
approximations that expose the underlying 
structure of the matrix. In SVD, a rectangular 
matrix is decomposed into the product of three 
other matrices: one component matrix describes 
the original row entities as vectors derived 
orthogonal factor values, another describes the 
original column entities in the same way, and the 
third is a diagonal matrix containing scaling 
values such that when the three components are 
matrix-multiplied, the original matrix is 
reconstructed. 
 The singular value decomposition of a  

real or complex matrix M is a factorization of the 
form 

 
where U is a  matrix and its columns, 

called right singular vectors, are eigenvectors 
associated with the r non-zero eigenvalues of 

. The columns of U are unit orthogonal 

vectors, i.e.,  (identity matrix). 

 V is an  matrix and its columns, called 

right singular vectors, are eigenvectors 
associated with r non-zero eigenvalues of . 



The columns of V are also unit orthogonal 
vectors, i.e., . ∑ is a  diagonal 

matrix, , 

, called singular values, are the 

non-negative square roots of r non-zero 
eigenvalues of . They are arranged in 

decreasing order, i.e., . 

 

5. Detecting Candidate Synonyms 
Using Latent Semantic Analysis 
 
 The purpose of the system is to find 
candidate synonyms from Myanmar text using 
Latent Semantic Analysis for the lexical 
substitution task. In Myanmar text, there are no 
explicit word boundary delimiters and therefore 
the text is segmented into words as the 
preprocessing step. 
 

5.1. Word Segmentation 
 
 Word segmentation is the process of dividing 
written text into word boundaries. It is a 
fundamental and essential step in text processing. 
Word boundaries can be easily determined in 
English language by white space between words. 
In Myanmar language, the text is a string of 
characters written in sequence from left to right 
and words are not always delimited by spaces 
although sentences are clearly delimited by a 
sentence boundary marker “။” (ပုဒ္မ). 

 Therefore, the text is needed to be segmented 
into words as the preprocessing step in order to 
process the text computationally. Even though 
research have been carried for word 
segmentation, the resolution is not satisfying yet 
because of out of vocabulary words and over 
segmentation due to longest string matching [5]. 
 To repair the errors caused by over 
segmentation, Conditional Random Fields (CRF) 
[6] is used. CRF++ is a simple, customizable, and 

open source implementation designed for a 
variety of natural language processing tasks and 
for segmenting or labeling sequential data. It can 
be downloaded at http://crfpp.sourceforge.net. 
 In CRF++, the feature template has to be 
specified in advance. The training and test file 
consist of multiple tokens. A token consists of 
fixed numbers of multiple columns. Each token 
must be represented by one line, and the columns 
are separated by the white space. A sequence of 
tokens corresponds to words. An empty line is 
put to identify the boundary between sentences. 
 Myanmar text are collected and applied to 
word segmentation algorithm [18]. The errors in 
the results of word segmentation algorithm are 
manually repaired and used as the training data 
for CRF++. 
 The following example shows a sentence and 
its segmented words. 
မီးကုိေပါ့ေပါ့တန္တန္သေဘာထားရန္မသင့္ပါ။ 

မီး_ကုိ_ေပါ့ေပါ့တန္တန္_သေဘာထားရန္_မသင့္ပါ။ 

The sentence means that “Fire should not be 
considered carelessly”. 
 

5.2. Constructing the Latent Space 
Representation 
 
 The first step to construct the latent space is 
to assemble the text of Myanmar language that is 
as similar as possible in size and content into 
meaningful passages such as sentences and 
paragraphs. Then, a matrix is created with words 
as rows and passages as columns. 
 To reduce the size of the problem, closed 
class words such as ၏, ကုိ, and ၍ are not 

considered in constructing the occurrence matrix. 
Each cell in the matrix contains the number of 
times that a given word is used in a given 
passage. An illustration of the system is shown 
with a small example which contains 21 words as 
rows and 7 sentences as columns. 



      

 The matrix is decomposed into three other 

matrices by using singular value decomposition 
according to the following equation 

 
to represent the words and passages as vectors in 
a high dimensional semantic space.  and  are 

the number of words and passages respectively, 
and  is the number of dimensions for the latent 

semantic space. 
 

 

 
 

 
 
 The matrix  is a clustering of the words 

in the concept space. A word  is represented by 

the row in  corresponding to the row for  in 

. The matrix  is a clustering of the 

passages in the concept space. We can delete 
some insignificant dimensions in the concept 
space to optimally approximate matrix . 

 

5.3. Measure Similarity of Words 
 
 Once the semantic space has been created, 
the similarity of any two words or any two 
passages can be computed in the concept space. 
To calculate the similarity between two words 
which are represented by context vectors, cosine 
similarity measure is used. Each word is 
represented as a vector  and 

similarities between such word representations 
will be calculated using the following equation. 
 

 
 
 Cosine is a commonly used similarity 
measure in which the two words are similar if 
their corresponding vectors are close to each 
other. The cosine ranges from 1, for perfectly 
correlated vectors, to 0 for totally uncorrelated 



vectors, and to -1 for perfectly inversely 
correlated vectors. For the sample text, 
ကျပက္ကေခ်ာ္ and ေပါ့ေပါ့တန္တန္ are synonym words. 

 

6. Conclusion 
 
 In this paper, we have presented an 
unsupervised, corpus-based statistical approach 
for detecting candidate synonyms from Myanmar 
text using Latent Semantic Analysis for the 
lexical substitution task. In general, LSA has 
good results in text data. However, different 
senses of words are treated as one and different 
word forms are treated as separate words. As an 
example, the word “ဘာသာ” have different senses 

in the sentences “ဘာသာႏွင့္လူမ်ဳိးကုိ ခ်စ္တတ္ပါ” 

which means that “Have affection for language 
and nationality” and “ငါ့ဘာသာ တစ္ေယာက္တည္း 

သြားဝံ့သည္” which means that “I dare to go alone”. 

A large textual input to create a multi-
dimensional semantic space is also needed. 
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