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Abstract 
 

Several recent machine learning publications 
demonstrate the utility of using feature selection 
algorithms in many learning. Feature selection helps to 
acquire better understanding about the data by telling 
which the important features are and how they are 
related with each other and it can be applied to both 
supervised and unsupervised learning. This paper aims 
to find the best subset of features that not only 
maximizes the classification accuracy but minimizes the 
number of features. The other reason is to make aware 
of the necessity and benefits of applying feature 
selection methods. In this paper, genetic algorithm is 
one of the wrapper feature selection methods and it is 
used to reduce the irrelevant attributes of data. 
Embedded feature selection method (C4.5) is used to 
prune the features selected by genetic algorithm which 
is suffering from overfitting problem. By combining 
genetic algorithm with decision tree, this method 
enhances the Bayesian classification to eliminate 
unnecessary features and produces accurate classifier.  
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1. Introduction 
 

Machine learning provides methods, 
techniques, and tools that can help solving diagnostic 
and prognostic problems in a variety of medical 
domains .There are many methods for improving the 
speed and accuracy of machine learning programs on 
large data sets, especially those in which the data 
objects have large numbers of features. Feature 
selection plays an important role in data selection and 
preparation for data mining and machine learning [7]. 
Feature subset selection is the process of identifying and 
removing as much of the irrelevant and redundant 
information as possible. This reduces the dimensionality 
of the data and allows learning algorithms to operate 
faster and more effectively. In some cases, accuracy or 
feature classification can be improved because an 
improvement in accuracy of a fraction of percent might 
translate into significant savings.  

Among feature selection methods, filter 
method selects a feature subset as preprocessing steps 

where features are selected based on properties of the 
data itself and independent of the induction algorithm 
[12].Filter method is simple, fast and easily scale to 
very high-dimensional datasets. However, each feature 
is considered separately depending on ignoring feature 
dependencies and it lead to worse classification 
performance.   Wrappers approach utilizes the learning 
algorithms itself as a criterion in selection features. 
Feature selection and training are carried out in a single 
step during system design. Therefore, wrapper method 
has ability to take into account feature dependencies and 
it also has a higher risk of overfitting than filter 
techniques. 
 Some researchers found that using a decision-
tree to select features for use in the Bayesian classifier 
gave good result. The decision tree algorithm usually 
uses an entropy-based measure known as “information 
gain” as a heuristic for selecting the attribute that will 
best split the training data into separate classes. The 
main advantage of decision tree is that it can provide 
post-pruning   to overcome overfiiting problem of 
genetic algorithm [5]. However, its disadvantages are 
that it ignores feature dependencies and its classification 
capability may be bad. In this case, the training set is 
classified using genetic algorithm to reduce irrelevant 
attributes.  There exists some redundant attributes which 
will affect the classification accuracy of medical result 
and even lead to the wrong decisions. Attribute 
reduction deletes some irrelevant or unimportant 
attributes while maintaining the attributes of 
classification and decision-making ability. 
 Hybrid approaches are presented to solve the 
classification problem and feature selection. This 
approach combines Genetic algorithm and Decision 
Tree algorithm to search for the useful subsets of 
features for classifying medical datasets. The aim of the 
proposed method is to find a subset of relevant 
attributes that leads to a reduction in both the 
classification error rate and attributes (features). 
 
2. Related works 
 
 It is known that Naïve Bayesian classifier (NB) 
works very well on some domains, and poorly on some. 
The performance of NB suffers in domains that involve 
correlated features. C4.5 decision trees, on the other 
hand, typically perform better than the Naïve Bayesian 
algorithm on such domains, [3] it describes a Selective 
Bayesian classifier (SBC) that simply uses only those 



features that C4.5 would use in its decision tree when 
learning a small example of a training set, a 
combination of the two different natures of classifiers. 
Selecting relevant genes from the microarray data poses 
a formidable challenge to researchers due to the high-
dimensionality of features, multi-class categories being 
involved, and the usually small sample size. To 
overcome this difficulty, [2] a filter method 
(information gain, IG) and a wrapper method (genetic 
algorithm, GA) was proposed for feature selection in 
microarray data sets. IG was used to select important 
feature subsets (genes) from all features in the gene 
expression data, and a GA was employed for actual 
feature selection. The K-nearest neighbor (K-NN) 
method with leave-one-out cross-validation (LOOCV) 
served as an evaluator of the IG-GA. 
 Decision tree is less used as a credit scoring 
model because its classification accuracy is easily 
affected by noise data and the redundancy attribute of 
data. Therefore, some researchers consider combining 
decision tree with other data mining techniques. 
Classification model [5] is built based on a decision tree 
by learning historical data. Clustering algorithm and 
genetic algorithm are combined to further improve the 
accuracy of credit scoring model by removing noise 
data and reducing redundancy attributes. In this paper, 
hybrid learning of wrapper and embedded method for 
feature selection is proposed. Hybrid approaches are 
presented to solve the classification problem and feature 
selection. This approach combines Genetic algorithm 
and Decision Tree algorithm to search for the useful 
subsets of features for classifying medical datasets. 
 
 
3. Feature Selection methods 

 
 Feature selection is the process of removing 
features from the data set that are irrelevant with respect 
to the task that is to be performed. Feature selection can 
be extremely useful in reducing the dimensionality of 
the data to be processed by the classifier, reducing 
execution time and improving predictive accuracy [4]. 
Feature selection algorithms may be widely categorized 
into three groups: filter, wrapper method and embedded 
methods. 
 Filter methods do not require the use of a 
classifier to select the best subset of features. These 
methods attempt to assess the merits of features from 
the data, ignoring feature dependencies and the effects 
of the selected feature subset on the performance of the 
learning algorithm. However, filter methods are 
relatively computationally cheap, since they do not 
involve the induction algorithm. 
 Wrapper methods conduct a search for a good 
subset using the learning algorithm itself as part of the 
evaluation function. Advantages of Wrapper methods 
include the interaction between feature subset search 
and model selection, and the ability to take into are that 
they have a higher risk of over fitting than filter 
techniques. 

 The embedded approach embeds the selection 
within the basic induction algorithm. Comparing with 
the wrapper model, feature selection algorithms of 
embedded model are usually more efficient, since they 
look into the structure of the involved learning model 
and use its properties to guide feature evaluation and 
search. In recent years, the embedded model is gaining 
increasing interests in feature selection research due to 
its superior performance. Examples of Embedded 
feature selection methods are Id3, C4.5, 1-norm support 
vector machine and sparse logistic regression etc [8] 
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(b) Wrapper method 
Figure1. Two approaches to feature selection 
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4. The Proposed Hybrid learning using 
Genetic Algorithm and Decision Tree 

 
 This paper describes a hybrid methodology that 
integrates genetic algorithm and decision tree learning 
to find the best subset of features that not only 
maximizes the classification accuracy but minimizes the 
number of features. Genetic algorithm (GA) is used to 
search for the space of all possible subsets of a large set 
of candidate discrimination features. GA is easy to 
parallelize and it utilizes the induction algorithm itself 
as a criterion in selecting features since in the context of 
learning classification rules. Each of the selected feature 
subsets is evaluated (its fitness measured) by testing the 
decision tree. 
 Searching for the best subset in very large 
spaces is prone to overfitting, even if assessment relies 
on cross-validations. This method is first attempt and 
the advantage of GA becomes more obvious when 
overfitting problem is solved by post-pruning method of 
decision tree and it provide good accuracy of optimal 
feature selection. GA and decision tree algorithm (DT) 
can complement each other. Another point of this paper 
is to reduce the weakness of DT by using the advantages 
of GA. DT is an unstable feature selector and it ignores 
feature dependencies and the effects of the selected 
feature subset on the performance of the learning 
algorithm. With the optimal feature selected by GA, DT 
can overcome the prospect of feature dependencies 
problem. 
  

 
 In this hybrid leaning system (figure- 2), 
medical datasets are used as training data. First, genetic 
algorithm reduces irrelevant attributes by calculating its 
fitness function. Accuracy rate of decision tree 
algorithm (C4.5) on testing data is used as fitness 
function of genetic algorithm. Stopping criterion is 
defined by number of generation. After finishing all 
generations, optimal feature selection is got and reduced 

attributes are calculated again by decision tree algorithm 
(C4.5) which is also one of the embedded feature 
selection methods and it overcomes the prospect of 
feature dependencies problem. Then, it produces pruned 
features and these features are classified by Naïve 
Bayesian classifier to produce final result. This hybrid 
feature selection method will be shown the better 
accuracy of medical diagnosis by testing these selected 
features in Naïve Bayesian classifier. Accuracy and 
selected feature will show in term of final result 
 
 
5. Genetic algorithm 

Genetic algorithm (GA) is stochastic search 
algorithm modeled on the process of natural selection 
underlying biological evolution. It have been 
successfully applied on a variety of problems including 
scheduling problems, machine learning problems, 
multiple objective problems, feature selection problems, 
data mining problems and traveling salesman problems. 
GA proceeds in an iterative manner by generating new 
populations of strings from old ones. Every of string is 
the encoded binary, real etc., version of a candidate 
solution.  

The parameters used in this system are 
represented in a string of binary digits, chromosome and 
each digit is called a gene.  GA representation and 
meaningful fitness evaluation are the keys of the success 
in GA applications. An evaluation function associates a 
fitness measure with every string and indicates its 
fitness for the problem. In this paper, the classification 
performance of the decision tree (DT) on unseen data is 
used as a measure of fitness for the given feature sets. 
Standard GA applies genetic operators such as selection, 
crossover and mutation on an initially random 
population in order to compute an entire generation of 
new strings. This system will use the size of population 
and number of generation is 20 respectively and 
stopping criterion is defined by generation. The 
probability of crossover is 0.6 and mutation probability 
is 0.003 as optional value.  

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Simple Genetic Algorithm () 
{ 
       Initial population; 
       Evaluate population; 
       
   While termination criterion not 
reached 
      { 
          Select solutions for next 
population; 
          Perform crossover and mutation; 
          Evaluate population; 
      } 
 

Figure3. Simple genetic algorithm 
 



6. Decision tree algorithm (C4.5) 
 
          Decision tree (DT) algorithm is a very popular 
and efficient data-mining technique. It builds an 
interpretable model that represents a set of rules and it is 
relatively fast to train and make predictions. DT is an 
unstable feature selector and the number of features 
selected by DT is strongly related to the sample size. 
          The C4.5 algorithm is a descendent of ID3, which 
builds decision trees top down and prunes them. The 
tree is constructed by finding the best single feature test 
to conduct at the root node of the tree. After the test is 
chosen, the instances are split according to the test, and 
the sub problems are solved recursively; C4.5 prunes by 
using the upper bound of a confidence interval on the 
re-substitution error as the error estimates, since nodes 
with fewer instances have a wider confidence interval, 
they are removed if the difference in error between them 
and their parents is not significant. 
 
6.1 Information Gain 
 
         Attribute relevance analysis is to compute some 
measure that is used to quantify the relevance of an 
attribute with respect to a given class and such measures 
include information gain. This measure was achieved by 
an independent ranking of each feature using an 
information theory based information measure to 
estimate which features are the most discriminatory. Let 
S be a set of training samples. Suppose the class label 
attribute has m distinct values defining m distinct 
classes, Ci. Let si be the number of samples of S in class 
Ci with probability si /s, where s is the total number of 
samples in set S. The expected information needed to 
classify a given sample is 
 
I (s1, s2, s3,……, sm) = -∑pi Log2 (pi) 
 
An attribute A has v distinct values {a1, a2,…,av} can 
be used to partition S into the subsets{S1,S2,…,Sv}, 
where Sj contains those samples in S that have value aj 
of A. Let Sj contain sij samples of class Ci. The expected 
information based on this partitioning by A is known as 
entropy of A. It is the weighted average: 
 
 
E(A) =∑ 
 
 
 
The information gain obtained by this partitioning on 
attribute A is defined by 
 
InformationGain (A)=I(s 1,s2,s3,….,sm)– E(A) 
 
The attribute with the highest information gain is chosen 
as the test attribute for the current node. Such approach 
minimizes the expected number of tests needed to 
classify an object and guarantees that a simple tree is 
found. 
 

6.2 Information Gain Ratio 
 
         A simple decision tree algorithm only selects one 
decision tree given an example set, though there may be 
many different trees consistent with the data. The 
information gain measure is biased in that it tends to 
prefer attributes with many values rather than those with 
few values. C4.5 suppresses this bias by using an 
alternative measure called Information Gain Ratio, 
which considers the probability of each attribute value. 
The Split Information takes into account the factor of an 
attribute having many values. It is defined as 
 
 
SplitInformation (A) = - ∑ 
 
 
 
 
 
And the gain ratio is 
 
                               InformationGain (A) 
GainRatio (A) =   
                              SplitInformation (A) 
 
 
 
6.3 Tree Pruning 
 
         C4.5 builds a tree so that most of the training 
examples are classified correctly. Though this approach 
is correct when there is no noise, accuracy for unseen 
data might degrade in cases where there is a lot of noise 
associated with the training examples and/or the number 
if training examples is very small. To alleviate this so-
called overfitting problem, C4.5 uses the post-pruning 
method. This approach allows C4.5 to grow a complete 
decision tree first, and then post-prune the tree. It tries 
to shorten the tree in order to overcome overfitting. This 
generally involves removal of some of the nodes or 
subtrees from the original decision tree. Its goal is to 
improve the accuracy on the unseen set of examples by 
pruning. 
 
 
7. Classification Accuracy 
 
        Accuracy is estimated as the number of correct 
class predictions, divided by the total number of test 
samples. In this paper, Naïve Bayesian classifier is use 
to classify the attributes selected by GA and DT. This 
classifier estimates the probability of the features given 
the class for each class. This system will use true 
positive, true negative, false positive and false negative 
to calculate accuracy.  True positive answer denotes 
correct classifications of positive case (true positive-
TP). True negative answer denotes correct 
classifications of positive case (true negative-TP). False 
positive answer denotes incorrect classifications of 
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negative cases into class positive (False positive-FP). 
False negative answer denotes incorrect classifications 
of negative cases into class positive (False negative-FP). 
The classification accuracy measures the proportion of 
correctly classified cases: 
 
Accuracy = (TP+TN) / (TP+TN+FP+FN) 
 
 
 
8. Medical data and experimental 
evaluation 
 
        The system uses 5 datasets from the UCI 
repository. For example, breast cancer dataset contains 
192 instances with 13 attributes and 4 classes. Breast 
cancer is a leading cause of cancer death among women. 
Digital mammography is one of the most suitable 
methods for early detection of breast cancer. The high 
percentage of unnecessary biopsies are performed and 
many deaths caused by late detection or misdiagnosis. A 
computer based feature selection and classification 
system can help to get better accuracy and   result.  
        Firstly, this system use and run 13 attributes of 
breast cancer dataset by using genetic algorithm and it 
selects 4 attributes called lumpsize, pain, 
invasivesymptoms and signofcarcinoma. Genetic 
algorithm reduces irrelevant attributes such as age, 
patientsymptoms and class because breast cancer 
disease does not depend on age and other information. 
Then, it also reduces redundant attributes such as 
lumpposition, lumpduration and natureoflump. 
       In this paper, the other reason of using genetic 
algorithm is to solve dependency problem of decision 
tree algorithm. For example, an older person can get 
much salary then younger one as age and money are 
related  
with each other .In breast cancer dataset, natureoflump 
and lumpduration depend on each other. If lumpduration 
is shorthistory, nature of lump usually can be soft. 
Therefore, genetic algorithm reduces natureoflump and 
lumpduration. 
      According to a doctor’s decision, attribute pain is 
important to determine breast cancer result because 
when any patient finds her lump does not pain and she 
may be suffer from breast cancer disease. Therefore, 
lumpsize measure may be noise data and can cause 
overfitting problem. Decision tree algorithm (C4.5) is 
used to solve this problem and it selects pain, 
invasivesymptom and signofcarcinoma. Selected 
attributes do not affect the result and accuracy of any 
dataset. 

 

 

        

 

    8.1. Attributes used in breast cancer 
Table1.Attributes in breast cancer datasets 
Attribute 
 

Value 

Age Real 
Recurrence no-rec,rec 
Personaldata latemarriage,early 

menstruation, 
latemenopause, no-child,      
no-breast-feeding, none 

Familyhistory present,none 
Lumpposition unilateral,bilateral, 

upperouter, 
central, remainingregion 

Lumpduration longhistory, shorthistory 
Natureoflump Hard, soft 
Lumpsize <2cm,2-5cm,>5cm 
Pain painless,  painful 
Patient 
Symptoms 

present, none 

Invasivesymptoms auxiliarynodes,chest, liver, 
yellowishskin, bone, none 

Signsof 
Carcinoma 

elevated,retracted, 
eccentric, bleeding, 
dimplinglikeorange, 
sorebreast, none 
 

Result I, II, III, IV 

 
 
 
8.2 Sample Train Data of breast cancer 
 
'<35','no-rec','latemarriage','present','upper 
outer’,’shorthistory’,’hard','>5cm','painless', 
'present','Axillary nodes’, ‘Elevated', 'IV‘ 
 
'35-50','rec','no-breast-
feeding’,’present','unilateral','longhistory’, 
’soft','2-5cm','painless','present', 'none','Eccentric', 'III‘ 
 
'35-50','rec','latemarriage','none','central', 
'longhistory’, ‘soft','<2cm','painful', 
'none','none','Bleeding', 'II‘ 
 
'35-50','rec','no-child','present','central','long history’,’ 
soft','2-5 cm','painful','present', 
'none’, ‘none', 'I' 
 
Table2.  Dataset detail before feature selection 
Dataset Attribute Class Instances 

Hepatitis 20 2 155 
 

Sick 30 2 3163 

 
Lung-cancer 

57 3 128 

Hypothyroid 30 4 3772 

Breast cancer 13 4 192 

 



 
Table3.  Dataset detail after feature selection 

 
 
 
Table4.  Accuracy detail of Bayesian classifier 
before feature selection of hybrid learning 

Dataset NB 
(Accuracy) 

% 

NB 
(Inaccuracy) % 

Hepatitis 84.5161 15.4839 

Sick 92.6034 7.3966 

Lung-cancer 90.625 9.375 

Hypothyroid 80.351 19.649 

Breast cancer 88.7006 11.2994 

 
9. Conclusion and future work 

 
 With the current rapid increase in the amount 
of biomedical data being collected electronically in 
critical care and the wide-spread of cheap and reliable 
computing equipment, many researchers have already 
started, or eager to start, exploring these data. In spite of 
the increase in the incidence of the disease, the death 
rates of breast cancer continue to decline. This decrease 
is believed to be the result of earlier breast cancer 
analysis and classification as well as improved 
treatment. This paper is to predict patient's breast cancer 
result based on their diagnosis using Naïve Bayesian 
classifier with the best feature selection of hybrid 
method and these plans will work well in future. 
Therefore, this system will use breast cancer dataset as 
training data first, and test some new diagnosis. And it 
will also compare the accuracy and number of features 
in 5 datasets from the UCI repository before and after 
feature selection based on hybrid of decision tree and 
genetic algorithm. 
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Dataset Attribute Attributes 
selected 
by GA 

Attributes 
selected by 
C4.5 

Hepatitis 20 10 6 

Sick 30 19 17 

Lung-cancer 57 13 5 

Hypothyroid 30 15 11 

Breast 
cancer 

13 4 3 



 
 


