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Abstract 
 
Preventive maintenance combined with dis-

aster recovery planning will help to minimize the 
hardware and software problems if disaster oc-
curs. Disaster recovery processes involve un-
planned interruption of services. Unplanned 
downtime is mainly caused by software failure 
due to software aging rather than hardware fail-
ure. Preventive maintenance (software rejuvena-
tion) is used to counteract the software aging 
phenomenon. In this paper, we propose preven-
tive maintenance model for virtualized local dis-
aster recovery plan through a stochastic Petri net 
model. In the proposed model, active-standby 
virtualized clustering architecture is employed. 
We analyze how preventive maintenance can 
improve the system availability of virtualized 
local disaster recovery plan. We perform the 
evaluation of the proposed model using SHARPE 
simulation tool. 

 
Keywords: availability, clustering, local disaster 
recovery, preventive maintenance, stochastic 
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1. Introduction 
 
As businesses increasingly rely on IT for 

their mission-critical operations, it is essential to 
have plans in place to ensure your business via-
bility is not at risk from a critical incident. Busi-
ness continuity is the ultimate goal of critical 
facilities. The disaster recovery (DR) is a critical 
part of business continuity, refers to the process 
of restoring mission-critical systems, applica-
tions and data at time of interruption. There are 

two broad categories such as natural or man-
made disaster which can cause site failures. 
There are many different options for disaster 
recovery such as utilizing recovery site services 
which can bring your business back up to speed 
quickly.  Therefore disaster recovery planning is 
essential. A good disaster recovery plan covers 
the hardware and software required to run critical 
business applications in the event of disaster.   

 Disaster and its recovery processes involve 
unplanned interruption of service. Unplanned 
downtime is mainly caused by computer failure, 
network failure, software failure and local or 
regional disaster [8]. Preventive maintenance 
(PM) refers to the schedule of planned mainten-
ance actions aimed at the prevention of break-
downs and failures in the event of disaster. The 
goal of various preventive maintenance tasks to 
software and hardware, disaster recovery proce-
dures and networking monitoring is to enhance 
reliability and performance. 

As business becomes increasingly dependent 
on information and computing technology, con-
tinuous availability is a universal concern. Fail-
ures of computer systems are more often due to 
software faults than due to hardware faults. The 
state of software degrades with time is known as 
software aging. Software aging has not only been 
observed in software used on a mass scale but 
also in specialized software used in high-
availability and safety critical applications. The 
most effective way to handle software failure due 
to software aging is software rejuvenation. Soft-
ware rejuvenation is a proactive fault manage-
ment technique aimed at cleaning up the system 
internal state to prevent the occurrence of more 
severe crash failures in the future [13]. This 
process removes the accumulated errors and 



frees up operating system resources, thus pre-
venting in a proactive manner the unplanned and 
potentially expensive system outages due to the 
software aging. The necessity to do preventive 
maintenance, not only in general purpose soft-
ware systems of mass use, but also in safety-
critical and highly available systems. Since the 
preventive action can be done at optimal times, it 
reduces the cost of system downtime compared 
to reactive recovery from failure [11].  

Maximizing the availability of computer 
systems and services is becoming the primary 
focus in IT environments today [4]. Traditional 
disaster recovery solutions require a great deal of 
duplicate hardware and software. Virtualization 
affords significant cost and performance advan-
tages over more traditional disaster recovery 
options. A virtualization layer is a software layer 
that abstracts the physical resources for use by 
the Virtual Machines (VMs). Virtual machine 
technologies require availability solutions that 
provide protection against data loss and down-
time for the entire environment. The majority of 
today's high availability cluster is based on real 
physical hardware and virtualization is coming 
more and more popular nowadays, one has to 
think about possible combinations of virtualiza-
tion and high availability clustering in DR envi-
ronment [1].  

Analytical models are mathematical models 
which are an abstraction from the real world sys-
tem and relate only to the behavior and characte-
ristics of interest. A Petri Net (PN) is a graphical 
paradigm for the formal description of the logical 
interactions among parts or of the flow of activi-
ties in complex systems. A complementary issue 
is to specify the system behavior in a concise 
way from which the underlying stochastic 
process can be extracted and analyzed. Petri nets 
with their remarkable flexibility and potential for 
capturing concurrency, contention and synchro-
nization in a system have been widely used for 
qualitative modeling [9], [10]. 

In this paper, we combine clustering tech-
nology, virtualization technology and preventive 
maintenance (such as software rejuvenation) for 
virtual machine servers in order to improve the 
DR performance. We have considered the soft-
ware failure due to aging problem in the virtua-

lized local disaster recovery plan through the use 
of preventive maintenance action. We construct a 
stochastic Petri net model of preventive mainten-
ance for virtualized local disaster recovery plan 
to analyze the effectiveness of the proposed me-
thod that we combine technology. We also ana-
lyze the preventive maintenance model with si-
mulation using SHARPE (Symbolic Hierarchical 
Automated Reliability and Performance Evalua-
tor) tool. 

The rest of this paper is organized as fol-
lows.  Section 2 presents related work. Modeling 
of the proposed PM model for virtualized local 
disaster recovery plan, and analysis of the model 
are described in section 3. Finally, we conclude 
the paper in section 4. 
 

2. Related Work  
 
Clitherow et al. [3] discussed high availabili-

ty and disaster recovery solutions, and described 
how HA and DR solutions differ from one 
another and how they can be combined to pro-
vide the highest levels of resiliency for IT infra-
structures. The primary objective of the paper [6] 
was how to help ensure college business continu-
ity by providing the ability to successfully recov-
er computer services in the event of a disaster. 
They summarized the results of a comprehensive 
risk analysis conducted for all IT services; they 
provided general steps that will be taken in event 
of a disaster to restore IT functions and also pro-
vided the preventive maintenance for hardware, 
software and network monitoring system. 

In [2] they discussed the development, main-
tenance and testing of the disaster recovery 
process. This plan provided recovery procedures 
to be used at the present data center site after 
repairs have been made or at the Disaster recov-
ery Backup Site. In [1] they discussed how com-
bined with clustering, server virtualization and 
intelligent network storage enable IT depart-
ments to employ DR sites with active-active ar-
chitectures. 

Salfner et al. [5] presented and analyzed a 
coloured stochastic petri net model of a redun-
dant fault-tolerant system. They have simulated 
the Petri net model for different levels of utiliza-



tion and have computed service unavailability in 
the different model configurations.  

Garg et al. [11] presented a model for a 
transactions based software system which em-
ploys preventive maintenance to maximize avail-
ability, minimize probability of loss, minimize 
response time, or optimize a combined measure. 
They evaluated the three measures for two dif-
ferent preventive maintenance policies and 
showed via numerical examples. In [12] pre-
sented and analyzed three software rejuvenation 
policies for an operational software system with 
multiple degradations using stochastic Petri nets 
and continuous–time markov chains are used to 
describe the analytic models.  

 
3. Proposed PM model for Virtualized 

Local DR Plan 
 

Disaster Recovery Plan resumes the IT sys-
tems. The objective of a disaster recovery plan is 
to restore the operability of systems that support 
mission-critical and critical business processes to 
normal operation as quickly as possible. Disaster 
recovery recovers operations when the primary 
datacenter site fails completely and / or the high 
availability mechanisms can no longer maintain 
application availability. With disaster recovery in 
place, organizations can resume operations at a 
secondary site. Local disaster recovery plan is 
that the surviving node can support the service 
for a failed node in the event of localized disaster 
such as floods, fire or building power outages.  

In this section, we describe the proposed vir-
tualized local disaster recovery (VLDR) plan is 
based on active-standby virtualized clustering 
architecture as shown in Figure 1. Clustering 
supports two or more servers running duplicate 
VMs. Failover technologies that allow a VM on 
a troubled server to migrate seamlessly to an 
available server are also available. Failover tech-
nologies also allow a failed VM to load from a 
storage snapshot and start up on another server. 
Each service under availability DR solution 
needs at least two sites: a primary site, on which 
the service run, and disaster recovery site, able to 
recover the application. The active physical serv-
er at primary site as well as the standby physical 

server at DR site contains two or more VMs. At 
primary site, VMs are created as active VMs. At 
the same time, VMs are created as standby VMs 
at DR site. As a result of failure detection, the 
active-standby roles are switched. We employ 
shared storage for the active-standby clustering 
architecture. A heartbeat keep-alive system is 
used to monitor the health of the nodes between 
primary and DR site. 
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Figure 1. Active-Standby virtualized            
clustering   architecture 

 
We also consider the preventive mainten-

ance for virtual machine servers in the (VLDR) 
plan. Software failures can occur at the operating 
system level and application level due to aging 
problem. In virtualization environments, the 
hypervisor itself or virtual machines can fail with 
software failure. To counteract software failure 
due to software aging problem in VMs, we em-
ploy the two kinds of preventive maintenance 
(software rejuvenation methodology) will be 
performed on the system is based on unstable 
state: a minimal maintenance (a partial system 
clean up) and a major maintenance (clean and 
restart). The VMs at primary site provide differ-
ent services. During the minimal maintenance, an 
active VM can provide continued services be-
cause this maintenance is a partial system clean 
up. When one of the active VMs at primary site 
needs to do major maintenance, the services are 
migrated to one of the standby VMs at DR site. 

VMs can be failed over through migration or 
restarted from storage onto standby server at DR 
site but the migration downtime is nearly zero 
and we can neglect the duration of migration. By 



using virtualization technology, it can provide 
continued services even if VMs need to perform 
major maintenance. 

 
3.1.Modeling and Analysis of Proposed   

PM model for (VLDR )Plan 
 
Petri Nets (PN) are a graphical tool for the 

formal description of the flow of activities in 
complex systems. PN used for modeling real 
systems are sometimes referred to as Condi-
tion/Events nets. Petri nets are extended by asso-
ciating time with the firing of transitions, result-
ing in Timed Petri nets. A special case of Timed 
Petri nets is Stochastic Petri nets (SPN) where 
the firing times are consider to be random va-
riables.  

Using a stochastic Petri net model, we de-
scribe the behavior of preventive maintenance 
(PM) model for virtualized local disaster recov-
ery plan in Figure 2. Each physical server in-
cludes the following transitions. The circles 
represent places and n represents the tokens that 
held inside that place. The robust and healthy 
state is modeled by the place PH,O. It has n tokens 
which represented n virtual machines in active 
physical server. When transition TI fires, the VM 
enters the inspection state and a token moves 
from PH,O to PH,I. After inspection is complete 
(firing the transition TH,) no action is taken if the 
system is found to be in healthy state. Transition 
TU models the unstable state of the VM. When 
this transition fires, (i.e., a token reaches place 
PU,O) the VM is operational but in the unstable 
state. The transition TU,I models the unstable 
state and under inspection state of the VM. Dur-
ing the VM in the first unstable and minimal 
maintenance state, the transition TU,M1 is enabled. 
After minimal maintenance is complete (firing 
the transition TM1,H), the VM enters the healthy 
and operational state. 

The transition TU2 models that the VM oper-
ational but in major unstable state. Once its fires, 
a token moves in the place PU2,M and the activity 
related with operational and major maintenance 
state. The transition TM-SW models that services 
of VM are migrated to the standby VM at DR 
site. After firing the transition TM,H, the VM en-

ters the  healthy and operational state. If the VM 
had reached the failure state (token in PF). 

In the PF state, failure can cause by hardware 
faults and when the transition TSW fires the VMs 
are moved to standby physical host at DR site 
and takes overall the running operation of the fail 
physical server from primary site. Transition TSW 

can only fire when the DR site available and a 
token moves from PF to PSW. After the primary 
site come back online, the DR site will put back 
all operations it obtained from primary site. This 
return action is represented by the firing of 
TSWBK.  Similarly, the DR site physical node can 
be inspection transition, minimal maintenance 
and major maintenance action, repair transitions, 
switchover and switch back transitions.  

 Unless services are migrated, the transition 
TDown will fire and reach the fail state. After that 
TUP fires to repair the both physical hosts and 
return to healthy and operational state. 
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Figure 2. Stochastic Petri net model of PM     
model for (VLDR) plan 

 
Places Descriptions 

PH,O           : VMs are  healthy and operational 
state 

PH,I             : VMs are under inspection state 



PU,O           : 

 

VMs are  unstable but it is opera-
tional state 

PU,I             : VMs are  in unstable and is under 
inspection state 

PU2,0          : VMs are  major unstable but is op-
erational  state 

PU, M1       : VMs are  in unstable and under 
minimal maintenance state 

PU2, M       : VMs are  in unstable and under 
major  maintenance state 

PF                : Physical host or VMs are  in  fail-
ure state 

PSW            : VMs are switch to standby physic-c 
al server at DR site 

PSWBK      : VMs are switch back from DR site 
when the primary host come back 
online 

PDown        :  Both physical hosts are in failure 
state 

The assuming is that time to VM failure is 
hypo-exponential and the time to repair is expo-
nentially distributed. Let λin be the inspection 
transition firing rate associated with TI and TU,I, 
and µin be the transition firing rate associated 
with TU,M1 , TU2,M and TH. Further assuming that, 
an inspection is triggered after a mean duration 
1/ λin. 

We are interested in testing how two kinds 
of preventive maintenance can improve availa-
bility and lower downtime in virtualized local 
disaster recovery plan. To analyze the proposed 
model, we need to choose the firing rates for all 
transitions. The exact model firing rates of transi-
tions for the model are not known, a good esti-
mate value for a range of model firing rates is 
assumed. For this purpose, the transition firing 
rates which are needed to test the proposed mod-
el are used from literature review in references 
[7] and [13] as shown in Table 1. 

 
 

Table 1. Transitions Firing Rates  

Transition Firing Rate (hr-1) 
TU , TU2 , TF 1time/ a day 

TU,M1 , TU2,M ,TH 0.3 
TUP 1 
TM,H 2 
TM1,H 3 

1/TSW, 1/TM1-SW, 1/TM-SW 10 min 
TSWBK 2 times/a day 
TDown 1 time /3 days 

 
3.2. Availability and Downtime in Analy-

sis 
 

In the proposed preventive maintenance 
model for (VLDR) plan, services are not availa-
ble when both primary site and DR site are 
down. 

We also define the availability of the pro-
posed model as: 

 
Availability = 1- Unavailability                      (1) 
 
Availability = 1- PDown                                    (2)    

 

where   PDown = The probability of  the place 
PDown 

 
The expected total downtime with preventive 

maintenance in an interval of T time units is 
 
Downtime (T) = (PDown) x T                           (3) 

 
3.3. Simulation Results 

 
We describe the simulation results of the 

proposed model through SHARPE tool. 
In Figure 3,   we plotted the availability as a 

function of the mean time between inspections 
MTBI for 2 VMs. We use several different values 
of time to carry out the inspection. The availa-
bility reaches the maximum at MTBI= 10 and      
µin = 0.6.   
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Figure  3. Availability vs MTBI for PM 

model with different µin 
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Figure 4. Downtime vs MTBI for PM model 
with different µin 

 
The downtime of the PM model for (VLDR) 

plan is shown in Figure 4. We plotted the down-
time as a function of mean time between inspec-
tions MTBI with different µin. The downtime 
reaches the minimum at MTBI =10 and µin=0.6.  

The change in availability of proposed PM 
model with different numbers of VMs and differ-
ent mean time between inspections MTBI is plot-
ted in Figure 5.  According to the figure, the 
availability reaches the maximum at MTBI= 10 
and µin = 0.6 for any number of VMs. There will 
be slightly different the availability changes 
among 2 VMs, 3 VMs and 4 VMs. 

The downtime of the PM model for (VLDR) 
plan is shown in Figure 6. The downtime reaches 
the minimum at MTBI =10 and µin=0.6 for any 
number of VMs. According to the figure, the 
downtime (hour per year) is not very significant 
among 2 VMs, 3VMs and 4 VMs. 
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Figure 5.  Availability vs MTBI for PM model 

with different VMs 
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Figure 6. Downtime vs MTBI for PM model 

with different VMs 
 

4.  Conclusion 
 
In this paper, we have presented the preven-

tive maintenance model for virtualized local dis-
aster recovery plan using a stochastic Petri net 
model in which two kinds of preventive main-
tenance are performed. We employed active-
standby clustering architecture in the proposed 
model. We also analyze availability and down-
time in hours per year, in terms of the firing rates 
of transitions in the model with evaluation 
through SHARPE tool. The obtained results 
showed that the proposed two kinds of preven-
tive maintenance can helpful the virtualized local 
disaster recovery plan. 
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