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Abstract

The task of identifying syntactic components
is one of the fundamental tasks in natural
language processing. The syntactic structure of
every language is organized in terms of subject,
object, and other grammatical functions, most of
which are familiar from traditional grammatical
work. We propose a syntactic analyzer for
Myanmar language. Our syntactic analysis has
two steps: function tagging and grammatical
relation. We identify the function tag sets for
Myanmar language and function tagging is a
preprocessing step to show grammatical
relations of Myanmar sentence. In the task of
function tagging, which tags the function of
Myanmar sentences with correct segmentation,
POS (part-of-speech) tagging and chunking
information, we use Naive Bayesian theory to
disambiguate the possible function tags of a
word. We apply context free grammar (CFG) to
find out the grammatical relations. Experiments
show that our analysis achieves a good result
with simple sentences and complex sentences.

1. Introduction

Syntax is the formal relationships between words
of a sentence. It deals with word order, and how
the words depend on other words in a sentence.

The natural language processing community
is in the strong position of having many available
approaches to solving some of its most
fundamental problems [5]. Syntactic tags are
useful for any application trying to follow the
thread of the text —they fine the ‘who does what'’
of each clause, which can be useful to gain
information about the situation or to learn more
about the behavior of words in the sentence [3].

Myanmar is SOV language. It is also a
variable word order language. The free word
order feature of Myanmar makes parsing a
challenging task. Syntactic analysis is a part of
the Myanmar to English machine translation
project. If high quality translation is to be
achieved, language understanding is a necessity.
One problem in Myanmar language processing is
the lack of grammatical regularity in the
language. This leads to very complex Myanmar
grammar in order to obtain satisfactory results,
which in term increases the complexity in the
parsing process, it is desired that simple grammar
is to be used. However, this will cause
ambiguities in the parse result.

In our approach, we take the chunk level

__Syntactic parsing, or syntactic analysis, iS @B rase with the combination of POS tag and its
important processing step to many languagg;ieqory which is the output of a fully described
processing  applications such —as Anaphorg,qmhological analyzer, which is very important
Resolution, Machine Translation, and Questiof,, agglutinative languages like Myanmar. A

Answering. It is the process of analyzing arymq|

input sequence in order to determine

corpus annotated manually serves as

'tﬁraining data because the large scale Myanmar

grammatical structure with respect to & givergn s js unavailable at present. The relations of
grammar. Syntactic relations operate at wordye pos tags are obtained from the corpus. Since
level with the assumption that input sentencege |arge-scale annotated corpora, such as Penn
are pre-segmented, POS tagged and chunkefleepank, have been built in English, statistical



knowledge extracted from them has been shown Yong-uk Park and Hyuk-chul Kwon [18]
to be more and more crucial for natural languageied to disambiguate for syntactic analysis
disambiguation [4]. As a distinctive languagesystem by many dependency rules and
Myanmar has many characteristics different fronsegmentation. Segmentation is made during
English. The use of statistical informationparsing. If two adjacent morphemes have no
efficiently in Myanmar language is still a virgin syntactic relations, their syntactic analyzer makes
land waiting to explore. new segment between these two morphemes, and
The rest of the paper is organized as in thfind out all possible partial parse trees of that
followings. Next, in the Related Work section,segmentation and combine them into complete
we analyze previous efforts related to the tasks giarse trees. Also they used adjacent-rule and
function tagging and syntactic analysis. Section @dverb subcategorization to disambiguate of
includes issues of Myanmar language. Section gyntactic analysis. Their syntactic analyzer
describes syntactic structure of Myanmasystem used morphemes for the basic unit of
language. Section 5 explains about Grammar @farsing. They made all possible partial parse
Myanmar Language. Section 6 includes thérees on each segmentation process, and tried to
proposed function tag sets. Section 7 describe®mbine them into complete parse trees.
about corpus creation. Function tagging model is Mark-Jan Nederhof and Giorgio Satta[8]
presented in section 8. Section 9 describes abatdnsidered the problem of parsing non-recursive
grammatical relations of Myanmar Sentencecontext-free grammars, i.e., context-free
Section 10 explains about experimental resultgrammars that generate finite languages and
Finally the conclusion of the paper is presented.presented two tabular algorithms for these
grammars. They presented their parsing
2. Related Work algorithm, based on the CYK (Cocke-Younger—
Kasami) algorithm and Earley’s alogrithm. As

Blaheta and Johnson [1] addressed the tag@rsing CFG (context_—free grammar), they have
of function tags assignment. They used (Ijlaken a small hand-written grammar of about 100

statistical algorithm based on a set of featureré"es' They have ordered the input grammars by
grouped in trees, rather than chains. Th ize, according to the number of nonterminals (or
advantage was that features can better contrib € r_1un|1ber gf EOdei.l'S thzeof&;est, following the
to overall performance for cases when severdf'minology by Langki € ( N ). .
features are sparse. When such features . In our system, we use '.\‘a"’? Bayesian model
conditioned in a chain model the sparseness of qrits simplicity and user-friendliness. We apply

feature can have a dilution effect of an ulterio ontext-fr_?e_ gfa”_‘m"f for _g;a_mmagcal relz'gons
(conditioned) one. ecause it is easier to maintain and can add new

Mihai Lintean and Vasile Rus[11] describedanguage features. Besides, it can automatically

the use of two machine learning techniques‘?OnStrUCt efficient syntactic analyzer.

naive Bayes and decision trees, to address the

task of assigning function tags to nodes in &-1Ssues of Myanmar Language
syntactic parse tree. They used a set of features

inspired from Blaheta and Johnson [1]. The set A number of issues are affecting the
of classes they used in their model correspond@d/ntactic analysis of Myanmar language.

to the set of functional tags in Penn Treebank. To * Myanmar is a free word order. The

generate the training data, they have considered sentence can be constructed by placing
only nodes with functional tags, ignoring nodes emphatic phrase at the start of a
unlabeled with such tags. They trained the sentence.

classifiers on sections 1-21 from Wall Street For example:

Journal (WSJ) part of Penn Treebank and used 2005 2000E:000% 6052005

section 23 to evaluate the generated classifiers. (Subject+Object+Verb)



200080703 a9 ©052001 This will cause a lot of problem during
(Object+Subject+Verb) syntactic analysis, and a lot of possible relations
The subject or object of the sentencavill be resulted, if only simple grammar is used.
can be skipped, and still be a valid

sentence. 4. Syntactic Structure of Myanmar

For examplexag:oopdn (verb) Language

The Burmese language  makes

prominent usage of particles, which are ¢ ig known that many postpositions can be
untranslatable words that are suffixed Of,qeq in a Myanmar sentence. If the words can be
prefixed to words to indicate level of nishjaced in a sentence, the sentence can be
respect, grammatical tense, or mood.  5pnormal. There are two kinds of sentence as a

For example: . ) sentence construction. They are simple sentence
6e8ee€ gpr vcouarqé apdongpian 333 (SS) and complex sentence (CS). In simple
8Gupdi sentence, other phrases such as object, time, and
(If Mg Mg wins the first prize, his place can be added between subject and verb.
parents will surprise.) There are two kinds of clause in a complex

In our language, an adjective cansentence called independent clause(IC) and
specialize before or after a noun unlikedependent clause (DC).There must be at least

other languages. one independent clause in a sentence. But there
For example: can be more than one dependent clause in it. IC
ape 2095 apuean 8§:006ea0i00deuN05 contains sentence final particle (sfp) at the eind o
[§600051 (a8e0pod) a sentence [15][17].

SS=IC+sfp
CS=DC...+IC+sfp
C may be noun phrase or verb or combination of

ape 2095 8§seaper0: oodeucdigboogd
She is a beautiful girl.

The subject /object can be anothel
sentence, which does not contairPOth-

subject or object. IC=N... (360ocgeg)

For examplemecosgp: 20808 eamncbogé  1C=V  (og2)

oneniepo0pS0B oo’ GEaog IC=N...+V (cpeprgpofigesBigy

(I see the children who are playingDC is the same as IC but it must contain a clause
under the tree.) marker (cm) in the end.

The postposition of subject or objectDC=N...+cm(coyp:onsoep+3)

can be hidden. DC=V+cm  (eepod+qf)

For example: DC=N...+V+cm(8cSoon:+g|+¢)

2p20g8 20008:000% 6cHa0pd

(5fo0p0d) op d0008ie0 ecboopd 5. Grammar of Myanmar Language

(He reads newspaper.)

The postposition of time or place can be  Grammarstudies the rules behind languages.
omitted. The aspect of grammar that does not concern
For example: meaning directly is calledsyntax. Myanmar
opecopss o agpzooph (syntax: SOV), because of its use of postposition
(08e0pod) opeeoyptsognsoogd (wi.Bat), would probably be defined as a
(She goes to the school.) “postpositional language”, whereas English
The verb can be hidden in a Myanmar(syntax: SVO) because of its use of preposition
sentence. would probably be defined as a “prepositional
For example: language”.

apmewapdh (He is Mg Hla.)



There are really only two parts of speech inabel, Semantic Label, Miscellaneous Label,
Burmese, the noun and the verb, instead of tHeélause Type and Discrepancy Label.
usually accepted eight parts (Pe Maung Tin To the author's knowledge, this is the first
1956:195). Most Myanmar linguists [6][12] attempt to propose the function tags for our
[15][17] accepted there are eight parts of speedilyanmar language. We propose a set of function
in Burmese. Burmese nouns and verbs need tkegs based on the inflecting system and address
help of suffixes or particles to show grammaticathe question of assigning function tags to

relation. Myanmar words. The function tags are mostly
For example: identified with word and postpositional marker
copEsopgp:om octHonigopd (PPM) combination.

29080008 3000§:03¢0 %@gﬁ“ For example:

Burmese is a highly verb-prominent@e>&fg (a0p5i0)eomgp (¢210381005) ega0o5n
language and that suppression of the subject atMg Mya lives at the village.)
omission of personal pronouns in connected texy (20p8i0) $505 050§ (0p€1e0) Goyps (a3 18a3)
result in a reduced role of nominals. Thisogo: coghs
observation misses the critical role of(He goes to school at 8 o’clock in the morning.)

postposition  particles marking sentential  There are 39 function tags.
arguments and also of the verb itself being spunction tag for verb phrase

marked. The key to the view of Burmese being .« Active Active
structures by nominals is found in the role of thgynction tags for other phrases
particles. Some particles modify the word's part . gypject
of speech. Among the most prominent of these is Subj
the particless, which is prefixed to verbs and
adjectives to form nouns or adverbs.There is a
wide variety of particles in Burmese.

Oi)
PSubj  op SubjP  o0pb
« Direct Object

For example: Obj  cod

20005 eg 6e0s0gE © qod 0BoB cpdPoopd PObj co®8 ObjP 3
Stewart remarked that "The Grammar of « Indirect Object

Burmese is almost entirely a matter of the correct Plobj ooy lobjP s

use of particles"(Stewart 1956: xi). How one

. : * Place
understands t'he role of the patrticles is probably a Pla oot
matter of one's purpose.
PPla  q§ops PlaP 33
6. Proposed Function Tag Sets © Time
Tim 0§05
The label such as subject, object, time, PTim  os05 TimP ogé
location, etc. is named as function tags. These <« Extract
are conceptually appealing by encoding an event PExt  coypSioomigp:  ExtP 2505
in the format of “who did what to whom, where, «  Simile
when”, which provides useful semantic PSIM  oSiond: SmP 3}

information of the sentences.

In English Penn Treebank, there are 20 ° Compare

function tags. These tags are categorized into PCom  apBsecos ComP sé=0p
four groups such as Grammatical, * Own

Form/Function, Topicalisation and POwn o5 OwnP o)
Miscellaneous.  In Chinese Penn Treebank « Ppredicative Complement

(CTB), there are 26 function tags. These tags are Ada poogd

categorized into five groups. They are Syntactic



e Subject Complement size is bigger and bigger because the tested
PcomplS opuaopd coepe 80008 senteqceiare automatically added tg the corpus.

. Object Complement VC@Actlve[cla.g)/verb.common]#CC@CCS[C\R] /cc.sent]
PcomplO Gsfﬁm&g&\?ﬁwé #NC@Subj[onecos/noun.person,qps/part.number]#NC

PPcomplO cgficg§:  PcomplOP o @PPla[ cods/noun.location]#PPC@PIaP [adlog€/ ppm.
place]#NC@Obj[eo>>cds/noun.objects]#VC@Active

:’Jlj:e o UseP S [oo§[o3/verb.common]# SFC@Null[oopS/sfu

. Cause ’ Figure 1. A sentence in the corpus

o

. Zicriu ¥ CauP ebPé g Function Tagging Model
PAw_n e AImP 320305 We model the problem of assigning function

+ Conjunction tags as a classification problem. Classifiers are
CCs oq programs that assign a class from a predefined
CCM  Befops set of classes to an instance based on the values
cce 56 of attributes used to describe the instance. We

define a set of linguistically motivated features

ccp o3 based on which we characterize the instances.
CCA  opd We automatically generate instances from our

tagged corpus and then use them to derive Naive
Bayesian classifier as solutions to the function

7. Cor reation
Corpus Creatio tags assignment problem [9].

Corpus is a large and structured set of text .. . .
It is used to do statistical analysis, checking%':L Naive Bayesian Classifier

occurrences or validating linguistic rules on a Before one can build naive Bayesian based
Zpeplﬁcfunlverse. Besn:]es, Itis a fulndamentaélassifier, one needs to collect training data [11].

asis of many researches in Natural Lan_guag]ene training data is a set of problem instances.
Processing (NLP). Building of the corpus will beEach instance consists of values for each of the

helpful for development NLP tools (such aSyefineq features of the underlying model and the
grammar rules, spelling checking, etc). However, oo shonding class, i.e. function tag in our case.

there are very few creations and researches oho yeyelopment of a naive Bayesian classifier

corpora in  Myanmar, comparing 10 othefj,qes learning how much each  function tag

language such as English. should be trusted for the decisions it makes.

Our corpus is to be built manually. WeNaive Bayesian classifiers are well-matched to

extend the POS tagged corpus that is proposedil. * fnction tagging problem. The Naive
[13]. The chunk and function tags are manua”%ayesian classifier is a term in Bayesian

added to the POS tagged corpus. The COPYtistics dealing with a simple probabilistic

contains about 3000 sentences with average WO ssifier based on applying Bayes' theorem with
length 15. All sentences are collected fro

. mstrong (naive) independence assumptions. It
Myanmar textbook l;’f km'd(_jl_lﬁ school _an(ljassumes independence among input features.
yanmar -grammar DOOKS. 1Nhey areé SIMPlerparefore given an input vector, its target class
sentences and complex sentences. Manual ¥in be found by choosing the one with the

annotated Tchorpora a(rje Val.ﬁible but s(;:ar ghest posterior probability.The probability
resources. The corpus data will be annotated on odel for a classifier is a conditional model.

up to the sentence level in order to be in the same
format for all Myanmar languages. The corpus  p (gjx,, X,, ... , X) =P(G)* P(X1,Xa,...,X|G)



Let X=x3, X, X3, ... (%, i >=1 and X are features) For example:

C=c, G, G, ... (&, k>=1 and C are classes)
P (Q(|X1, Xoy ...
probability

P (g) as the prior probability

P (X, %,...,X]|Cc) as the log likelihood

NClegs/noun.animals,008/part.number,com&/particle.

, Xi) is referred to as the posteriorype]

We select one of the POS tag (nhoun.animals)
with respect to the chunk.

There are many possible function tags, (ft
ft,...ft}) for each POS tag (ptpt...pt) with

8.2Function Tagging by using Naive category. These possible tags are retrieved from

Bayes Theory

the training corpus by using the following
equation that is prior probability.

The label such as subject, object, time, etd® (ftilpt) = C (fti,pt;)) / C (pt) (1)

is named as function tags. By function, we mean V
that action or state which a sentence describeginction

We calculate the probability between next
tags (nt nt....nt) and previous

We investigate the application of the Naivepossible tags by using the following equation

Bayes method to Myanmar function tagging.

that is log likelihood.

Each proposed function tag is regarded as R (nt|pt;) = C (nt.,pt)) / C (pt) (2)
class and the task is to find what class/tag a given We multiply the probabilities from two
word in a sentence belongs to from a set ¢gquations and choose the function tag with the

predefined classes/tags.
A feature is a tag word with category.
e For example:
op(pronoun. possessive)>(ppm.subj)s3&(nou
n.building)§oopS (verb.common)u

largest number as the posterior probability.
Technically, the task of function tags

assignment is to generate a sentence that has

correct function tags attached to certain words.

Some are same POS tag and same word ButGrammatical Relations of Myanmar

different categories.
e For example:
eenEap(noun.person)$&(ppm.compare)
0p5(noun.objects) $&(ppm.use)

A class is a one of the proposed function tags.

e For example:
9p(PSubj)oop5(SubjP)eopEs(PPla)o3(PlaP)
og):oaé(Active)u
op(Subj)eoypEs(Pla)ogn:aopd (Active)n

Same word may have different function tags.

. For example:
o233(PPla) edlogE(PlaP) oA &(Subj) §oopd
(Active)
ap(PSubj) 20p5(SubjP) @A &(PObj) o3(ObjP)
eoqpEs(PPla) 0gE(PlaP) consdaopd(Active)n

There are many chunks in a sentence such as
NC (noun chunk), PPC (postposition chunk), AC  °
cc
(conjunction chunk), PC (particle chunk) and VC -

(adjective chunk), RC (adverb chunk),

(verb chunk).

Sentence

The LANGUAGE defined by a CFG
(context-free grammar) is the set of strings
derivable from the start symbol S (for Sentence).
The core of a CFG grammar is a set of
production rules that replaces single variables
with strings of variables and symbols. The
grammar generates all strings that, starting with a
special start variable, can be obtained by
applying the production rules until no variables
remain.A CFG is usually thought in two ways: a
device for generating sentences, or a device if
assigning a structure to a given sentence. We use
CFG for grammatical relations of function tags.

A CFG is a 4-tuple <NL,P,S> consisting of
« A set of non-terminal symbols N

A set of terminal symbols

A set of productions P

A->a

— Ais anon-terminal

a is a string of symbols from
the infinite set of strings3U
N)*

We take the tag word with category of each -
chunk in the sentence. Some chunks contain one
or more POS tag with category.



* Adesignated start symbol S 10. Error Analysis and Experimental

Results
Example grammar
* SENT -> SUBJ OBJ PLACE Some errors are observed in error analysis.
VERB | SUBJ VERB One typical error is caused by the lack of
*+ SuUBJ -> PSUBJ SUBJP postpositional markers in a sentence. For
« OBJ -> POBJ OBJP example, Pla and Obj are sometimes mistagged
¢ PLACE -> PPLA PLAP when some sentences omit the PPM. The other
* VERB -> ACTIVE mistake occurs between Subj and PcomplS.

Our description of the syntactic analysispcomplS are often misidentified as Subj because
process refers to the example in Fig., whiclhoth tags are especially placed before verb
illustrates the sentence “l read the book that ighrase.
given by my father” (“sacocueomonspbodoyé Our system is evaluated on different number
conbeodoophi”). This sentence is represented as af sentences collecting from Myanmar textbook
sequence of word-tags as “N V CC N Pp@f middle school and Myanmar websites. All
PRON V" It is described as a sequence of chunfentences can be further classified as two sets.
as “NC VC CC NC PPC NC VC SEC” and theOne is simple sentence set, in which every
sentence structure (Sentence) contains separ&ghtence has no more than 15 words. The other is
constituents for the object sentence (Obj-senfomplex sentence set, in which every sentence
and independent sentence (I-sent), whichas more than 15 words. In complex sentences,
contains other phrases. Note that this parse tréeey can be further classified as three groups.
has had some constituents conflated to compi{hey are sentences which are combined by 2
with the constraint that there be only oneclauses (DC+IC), 3 clauses (DC+DC+IC) and 4
constituent per word. clauses (DC+DC+DC+IC). Therefore, we will
(2) NC [saes/noun.person] # VC [cos/verb.common] # ~ Obtain  complete  knowledge  about  the
CC [eom/ccadi] # NC [093p8/noun.objects] # PPC performance of the syntactic analysis by the

. comparison of it on these two types of sentences.
ﬁo{‘;pm:bﬂ . N?;ﬁio[m‘i g /rogoun'person] # V€ Table shows the distribution data of simple and
[¢] Verb.common 20, STu

complex sentences.
(b) Subj[sace]#Active[cos]#CCA[co00]#PObj[@2A 5]#

ObjP[o3]#Subj[og§eosd]#Active[oc5a0p5 i Table 1. Performance of syntactic analysis for
(© simple and complex sentences
Sentence
Sentence Type Accurac
et Simple Sentences 94.62%

Complex Sentences with 2 clauges  92.38P%

I-Sent Oly . .
[-ent Complex Sentences with 3 clauses  95.51%%

Suly Verb  CCA POl ObP  suby Verb Complex Sentences with 4 clauges 96.82%6

DGO GOt o 30 o} ogfieod ochaogh

Figure 2. An overview of the syntactic analysis
of the sentence (a) The tagged and chunk
sentence (b) The sentence with function tags
(c) The parse tree with function tags

We found that the accuracy of complex
sentences is higher than the simple sentences
because clauses in most of the complex
sentences form simpler and shorter length than a
complete simple sentence.



11. Conclusion [6] Ko Lay, U. 2003 [g§eo00gd3opd:d Ph.D.
Dissertation, Myanmar Department, University of
In this paper, we proposed a set of functiofeducaion.
tags for Myanmar language and investigate thig] Leon Versteegen (1999) “The Simple Bayesian
function tag of the word depending on theClassifier as a Classification Algpnthm .
sentence structure of Myanmar language. ] Mark-Jan Nederhof and Giorgio Satta, Parsing
used Naive Bayesian technique for the task on-Recursive  Context-Free  Grammars. — In
N~ Y/ q ) roceedings of the 40th Annual Meeting of the
assigning function tags. Function tags have in thgssqciation for Computational Linguistics (ACL
past not been very well studied or exploited. FOANNUAL'02), July 7-12, Pages 112-119,
grammatical relations of the function tags, wephiladelphia, Pennsylvania, USA, 2002.
use context free grammar. The parse tree can [8 Michael Collins. 1997. Three generative,
built by using function tags. lexicalized models for statistical parsing. In
As function tagging is a preprocessing steffroceedings of the 35th Annual Meeting of the
for grammatical relations, the errors occurred if\ssociation for  Computational - Linguistics, pages

the task of function tagging affect the relatiofis olb:

the words. The corous mav be balanced becau 10] Michael Collins. 1996. A New Statistical Pars
) P y sed on Bigram Lexical Dependencies. In

NaTve_ Bayesian framework probability Si_mply_Proceedings of ACL-96, pp. 184-191.

describes uncertainty. The corpus creation ig1] Mihai Lintean and Vasile Rus. Naive Bayes
time consuming. The corpus is the resource fo&nd Decision Trees For Function Tagging. In
the development of Myanmar to EnglishProceedings of the International Conference of the
translation system and we expect the corpus to Iéorida  Artificial Intelligence Research Society
continually expanded in the future because théLAIRS) 2007, Key West, FL, May 2007 (in press).
tested sentence can be added into the corpli2IMyanmar Thudda, vol. 1 t0 5 in Bur-Myan, Text-
Because of the lack of prior research on thig(mk Committee, Basic Edu., Min. of Edu., Myanmar,

a. 1986
task, we are unable to compare our resul

i 3]P.H.Myint, “Assigning automatically Part-of-
to those of other researchers; but the resu peech tags to build tagged corpus for Myanmar

do seem promising. Language”, The Fifth Conference on Parallel Soft
Computing, Yangon, Myanmar, 2010

[14]Steven Abney. 1991. Parsing by chunks. In Robert
Berwick, Steven Abney, and Caroll Tenney, editors,
Principle-Based Parsing, pages 257-278. Kluwer
[1]Blaheta, D., and Johnson, M. 2000. AssigningAcademic Publishers, Dordrecht.

function tags to parsed text. In Proceedings oflifte [15]Shwe Pyi Soe, U. 201@§eromameom: Aspects
Annual Meeting of the North American Chapter of the

L . L of Myanmar Language
Association for Computational Linguistics, 234—240, :
[2]Blaheta, D. 2003. Function tagging. Ph.D.[ls]Y' Tsuruoka and K. Tsujii. 2005. Chunk parsing

: : . . ° revisited. In Proceedings of the Ninth Internationa
Dlhssertalzlon, Brown  University. Advisor-Eugene Workshop on Parsing Technologies. Vancouver
Charniak. '

[3] Eugene Charniak. 1999. A maximum-entropy Canada.

inspired parser. Technical Report CS-99-12, Browk /1Thaung Lwin, U. 1978gp5:008{g$eo00g]

University, August. [18]Yong-uk Park and Hyuk-chul Kwon, Korean
[4]Eugene Charniak. 1997. Statistical parsinghw Syntactic Analysis using Dependency Rules and
a context-free grammar and word statistide =~ Segmentation  , Proceedings of the Seventh
Proceedings of the Fourteenth National Confaren International Conference on Advanced Language
on Artificial Intelligence, pages 598-603, Nwmn Processing and Web Information
Park. Technology(ALPIT2008), Vol.7, pp.59-63, China,
[5] John C. Henderson and Eric Brill. Exploiting July 23-25, 2008

Diversity  in Natural Language Processing:

Combining Parsers.

References



