Statistical Analysis of Survey Data by Using Hypothesis Testing
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Abstract test for comparing an observed frequency distrdvuti
to a theoretically assumed distribution. This

A common goa] for a statistical research projecgistribution can therefore be used to calculate the
is to investigate causality, and in particular tcads a  Probability that, if the hypothesis holds, the test
conclusion on the effect of changes in the valdes 8tatistic will assume a value equal to or largentthe
predictors or independent variables on dependery@lue actually observed.
variables or response, there are two major types of The idea of testing was further codified and
causal statistical studies; experimental studiesi an€laborated in the first decades of the twentieth
observational studies. In both types of studies, tfeentury, mainly by R. A. Fisher [7]. In his
effect of differences of an independent variable (cignificance tests the data are regarded as ticewiet
variables) in the behavior of the dependent vagablOf a random variable X (usually a vector or matrix)
are observed. The term “chi-square” refers bothato Which has a probability distribution which is a
statistical distribution and to a hypothesis tegtin member of some family of distributions; the tested
procedure that produces a statistic that ishypothesis, also called the null hypothesis and the
approximately distributed as the Chi_squaresignificance of the given outcome of the test stiti
distribution. Whether analyzing null-hypothesisois IS calculated as the probability. The significance
not by using chi-square entirely depends on thBrobability is now often called the p-value (thtde p
significant level (alpha) and sample size. Whenevégferring to probability). With Fisher originatebet
we make a decision based on a hypothesis testanve €onvention to consider a statistical testing resusit
never know whether or decision is correct. There ar significant’ if the significance probability isGh or
two kinds of mistakes we can make: (1) we cartdail !€ss [7]. A competing approach was proposed in 1928
accept the null hypothesis when it is indeed tiy@¢ by Neyman and Egon Pearson [8].
| error), or (2) we can accept the null hypothesis Neyman and Egon Pearson (the son of Karl) [8]
when it is indeed false (Type Il error). This papepriticized the arbitrariness in Fisher's choicehef test
tries to reduce the chance of making either of ghestatistic and asserted that for a rational choictest
errors by adjusting between the significant levetatistic one needs not only a null hypothesisetism

(a|pha) and the minimum Samp]e size needed. an alternative hypotheSiS. They formalized themgst
problem as a two decision problem. Denoting thé nul

hypothesis by HO and the alternative H1, the two
decisions were represented as ‘reject HO' and 6tlo n
reject HO' Two errors are possible: rejecting & 0,
And failing to reject a false HO. Neyman and Paarso
conceived of the null hypothesis as a standard
situation, the burden of proof residing with the
researcher to demonstrate (if possible) the untktyab

of this proposition. Correspondingly, they calléub t
error of rejecting a true HO an error of the fiketd

1. Introduction

A test is a statistical procedure to obtain
statement on the truth or falsity of a proposition,
the basis of empirical evidence. This is done wmithi
the context of a model, in which the fallibility or
variability of this empirical evidence is represshby
probability. In this model, the evidence is summedii
in observed data, which is assumed to be the 0iCOg,  yhe error of failing to reject a false HO aroeof

of a stochastic, i.e., probabilistic, process; #&ed e second kind. Errors of the first kind are cdeséd
proposition .|s.rep_resented as a property of thﬁmre serious than errors of the second kind. The
probability distribution of the observed data. probability of correctly rejecting HO If H1 is true
which is 1 minus the probability of an error of the
second kind, given that the alternative hypothésis
true, they called the power of the test. Neyman and

The first published statistical test was by Johibearson proposed the requirement that the protyabili
Arbuthnot in 1710, who wondered about the fact tha§¢ 51 error of the first kind given that the null

in_human births, the fraction of boys born yeaenmft hypothesis is indeed true, do not exceed some
year appears to be slightly larger than the fractd tnreshold value called the significance level usual
girls [6]. denoted by ‘alpha’. Further they proposed to

One of the_first statistical procedures that COMgetermine the test so that, under this essential
close to a test in the modern sense was proposed Qyngition. the power will be maximal.

Karl Pearson in 1900.Thiswas the famous chi-squared

1.1 Related Works



In the Neyman-Pearson formulation, we obtair2.1 Types of Hypothesis
richer results at the cost of a more demanding inode
In addition to Fisher's null hypothesis, we alsed® The art of statistics is in finding good ways of
specify an alternative hypothesis; and we musbrmulating criteria, based on the value of one enor
conceive the testing problem as a two-decisiogtatistics, to either accept or reject the nulldtgsis
situation. This led to vehement debate betweeneFishHO. It should be noted that HO and HA can be almost
on the one hand, and Neyman and E. Pearson on #ig/ithing, and as complicated or as simple as wh.wis
other. This debate and theffdrent philosophical If a hypothesis is stated such that it specifiesethtire
positions are summarized by Hacking [6] andlistribution, we call it a simple hypothesis. Otlise,
Gigerenzer et al. [9], who also give a furtherdnigial we call it a composite hypothesis. As you might
account. imagine, more rigorous tests can be done with gmpl

Examples of this hybrid character are that, imypotheses, because they specify the entire
accordance with the Neyman-Pearson approach, ti&tribution, from which probability values can be
theory is explained by making references to both thcomputed.
null and the alternative hypotheses, and to erofrs
the first and second kind (although power tendseo There are two hypotheses that are possible:
treated in a limited and often merely theoreticalyjy
whereas in the spirit of Fisher statistical teste a Null Hypothesis: The statement being stated in a test
regarded as procedures to give evidence about tbEsignificance is called the null hypothesis. Tthet
particular hypothesis tested and not merely asrole of significance is designed to assess the streafjth
behavior that will in the long run have certainthe evidence against the null hypothesis. Usuéiy t
(perhaps optimal) error rates when applied to largeull hypothesis is a statement of “no effect” oo“n
numbers of hypotheses and data sets. Lehmann [Ififference”. The null hypothesis is usually denobgd
argues that indeed a unified formulation is possibl HO.
combining the best features of both approaches.

Instead of implementing the hypothesis test as Alternative Hypothesiss The statement that we
‘reject/don't reject' decision with a predetermineduspect to be true. Or the statement that we vash t
significance level, another approach often is fo##d: conclude. This alternative hypothesis is usually
to report the p-value or significance probability,denoted by Ha or H1.
defined as the smallest value of the significareell
at which the observed outcome would lead t®tepstodo Hypothesis Testing:
rejection of the null hypothesis. Equivalently stican
be as the probability, calculated under the null. Formulate the Null hypothesis and Alternative
hypothesis, of observing a result deviating frore th  hypothesis.
null hypothesis at least as much as actually oleserv2. Specify the level of significance (Commonly used
result. This deviation is measured by the testssiat =0:05 or 0.01).
and the p-value is just the tail probability of ttest 3. Determine the appropriate test statistic to use.
statistic. For a given significance level a, thdl nu4. Define your rejection rule (Not needed if you

hypothesis is rejected if and only if p<=a [1]. decide to use the p-value).
5. Compute the observed value of the test statistic
2. Hypothesis Testing (Compute the p-value).

6. Write your conclusion. [3]

The theory of hypothesis testing is concerned
with the problem of determining whether or not2.2 Typel and Typell errors
statistical hypothesis, that is, a statement albet
probability distribution of the data, is consistaevith In any testing situation, two kinds of error could
the available sample evidence. The particulamccur:
hypothesis to be tested is called the null hypashes
and is denoted by HO. The ultimate goal is to accepype | (false positive): We reject the null hypothesis

or reject HO. when it's actually true.
In addition to the null hypothesis HO, one may
also be interested in a particular set of deviatipom Type Il (false negative): We accept the null

HO, called the alternative hypothesis and denoted lhypothesis when it's actually false.
H1. Usually, the null and the alternative hypotisese
are not on an equal footing: HO is clearly spedifie The probability of committing a Type | error is
and of intrinsic interest, whereas H1 serves only ttypically denotedn, and the probability of a Type Il
indicate what types of departure from HO are oérror is denote@.
interest.
a: the probability of making a Type | error (false
positive).



B: the probability of making a Type Il error (falsedirectly assesses the probability that the research
negative). (alternative) hypothesis is true. For example, a p-
value of .05 is interpreted to mean that its
“a” is often called a significance level orcomplement, .95, is the probability that the resear
sensitivity. Typically, we try to fix an acceptedidd, hypothesis is true. Related to this misinterpretais
a of Type | error, and go on to find ways ofthe practice of interpreting p-values as a measfire
minimizing the level of Type Il errof. the degree of validity of research results, i.ep-a
The statistical power of a test is defined as (1 value such as p<.0001 is “highly statistically
B). We usually want to maximize the power of out tessignificant” or “highly significant” and therefore
in order to detect as many significant signals faam much more valid than a p-value of, say, .05. Again,

data as we possibly can [2]. such a practice is inappropriate. Although it isetr
for example, that the greater the difference betwee
The Praobability of the Null Hypothesis group means the greater the chance of obtaining a

small p-value, and it is true that such a resuly ipa
The first misinterpretation is to view a p-value asarer given the null hypothesis a statistically
the probability that the results occurred because significant result cannot properly be construedaas
sampling error or chance fluctuations. For examplenore valid result for at least two reasons.
p=0.05 is interpreted to mean that there is a First, a statistical test is not a complete tdsh o
probability of only .05 that the results were caliby research hypothesis. Instead it examines only dne o
chance. However, this interpretation is completelynany possible operations of a research hypothesis.
erroneous because (1) the p-value was calculated bius, it is improper to infer that the research
assuming that the probability is 1.0 that anyypothesis is valid without testing and supportrfra
differences were the result of chance and 92) the pepresentative sample of operations. Second, atyari
value is used to decide whether to accept or réhect of threats to drawing valid inferences are not
idea that the probability is 1.0 that chance caubked addressed by statistical tests (Cook and Campbell
mean difference. A p-value of .05 means that, & th1979).In any event, rejection of the null hypothesis at
null hypothesis is true, the odds are 1 in 20 dfiqg a predetermined p-level supports the inference that
a mean difference this large or larger and the edles sampling error is an unlikely explanation of result
19 in 20 of getting a smaller mean differencebut gives no direct evidence that the alternative
However, there is no way in classical statisticahypothesis is valid.
significance testing to determine whether the null
hypothesis is true or the probability that it isiéx.
25 Sample Size and Probability of the
23 The Probability of Results Being Research Hypothesis
Replicated
Moreover, because effect size is a measure of the
A second misinterpretation is that the p-valustrength of the relationship and large effectsraose
represents the confidence a researcher can hava théikely to be replicated than small ones, reseacher
given result is reliable or can be replicated. Balfy, should have more confidence in the study with the
this argument is that the complement of the p-valugmaller sample.
yields the probability that a result is replicalde
reliable, eg 1-.05=.95 probability that results d#n 3., Parametric versus Non-parametric
replicated. This misinterpretation probably comey gt
from a notion that a statistically significant éifénce
in sample means suggests that the samples are from
different hypothetical populations and future sasmspl c
drawn from these different hypothetical populations

will f[here_fore yle_ld q:eq_un_/alent_re_sgltsk-lowever,_ for the underlying distribution. Many of the sttital
nothing in _cIaSS|caI stafistical S|_g_n|f|cance @Y jistributions used in these tests assume thatateis
says an)_/thmg at_Jout the probab|l|ty thgt the SaM{rawn from a normal distribution. Given this
results will occur in future studieReplication results ssumption, much can be derived about the
is & function of how exactly the method IS repeateyisiribution of the observations themselves.

and some aspects, such as the time of measurement, Non-parametric tests do not assume any kind of

clearly cannot be identical to those of the Originaunderlying probability distribution. This can berye

study. useful in cases where it would be very hard toifyust
- . . that the data are normally-distributed (or if weokn
2.4 The Probability of Results Being Valid it's just plain not true). Many non-parametric tesin

) i . _ quite powerful simply by considering the rank order
The third and most serious misinterpretation off the observations 2].

classical statistical significance testing is that

In general, there are two kinds of statisticalgest
lassical statistics mostly deals with paramet&td.
These are tests which assume some sort of model



