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Abstract—This paper describes the software implementation of
Iris Recognition System using Wavelet Transformation. This
system intends to apply for high security required areas. The
demand on security is increasing greatly in these years and
biometric recognition gradually becomes a hot field of research.
Iris recognition is a new branch of biometric recognition, which
is regarded as the most stable, safe and accurate biometric
recognition method. In this paper, the image data base is created
by inputting the digital photos via Matlab program. Image
processing tool hox and Wavelet transformation tool box are
mainly applied to implement the system. Edge detection, Image
localization, Haar Wavelet transformation and Hamming
Distance are mainly applied. Finally the accuracy of iris
recognition system is tested and evaluated with different iris
images.

Keywords— Biometric Recognition, Iris localization, Wavelet
transformation. Hamming Distance, Automatic Segmentation.

I. INTRODUCTION

Biometric authentication has proven to be a reliable way
to verify a human’s identity. The technology has certain
advantages over more traditional password-, pin-, or hardware
token-based human identification systems. First, biometric
traits cannot easily be stolen, forged, or guessed. Second, there
18 no need to remember one’s biometric traits. Third,
biometrics 1s difficult to repudiate. Due to these benefits,
biometric authentication systems are being deployed in many
real-world applications. Current systems employ many
different biometric traits, including fingerprints, iris images,
face images, retinal scans, palm prints, and gait patterns. We
implemented ‘Tris Recognition” using Matlab for its ease in
image manipulation and wavelet applications. The first step of
our project consists of images acquisition. Then, the pictures’
size and type are manipulated in order to be able subsequently
to process them. Once the preprocessing step is achieved, it is
necessary to localize the iris and unwrap it. At this stage, Haar
Wavelets is used to extract the texture of the iris. Finally, the
recognhized results are evaluated and compared the coded
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image with the already coded iris in order to find a match or
detect an imposter.

II. IMPLEMENTATION PROCESS

Implementation process can be divided into 5 parts.
1. Image acquisition
2. Preprocessing
3. Localization
4 Feature encoding
5. Matching

Figure 1 shows the block diagram of Iris Recognition Process.

Image Acquisitan Preprocessing Leeal:zarion

Feature Encoding Matchiae

Fig. 1 Block Diagram of Iris Recognition Process

A. Image acquisition

Image acquisition is considered the most critical step in
this project since all subsequent stages depend highly on the
image quality. In this step, digital camera 1s used for high
quality resolution images. The resolution is set to 1280x960,
the type of the image to jpeg format. Furthermore, the eye
pictures are taken while trying to maintain appropriate settings
such as lighting and distance to camera.

B UImage preprocessing

In the preprocessing stage, the images are transformed
from RGB to gray level and from unsigned integer eight-bit to
double precision thus facilitating the mamipulation of the
images in subsequent steps.



C. Localization

The Hough transform is a standard computer vision
algorithm that can be used to determine the parameters of
simple geometric objects, such as lines and circles, present in
an image. The circular Hough transform can be employed to
deduce the radius and centre coordinates of the pupil and iris
regions. An automatic segmentation algorithm based on the
circular Hough transform is employed. Firstly, an edge map is
generated by calculating the first derivatives of intensity
values in an eye image and then thresholding the result. From
the edge map, votes are cast in Hough space for the
parameters of circles passing through each edge point. These
parameters are the centre coordinates x, and y,, and the radius

r, which are able to define any circle according to the equation.

The center and radius of the iris in the original image are
determined by rescaling the obtained results. After having
located the outer edge, it is needed to find the inner one which
is difficult because it is not quite discernable by the canny
operator especially for dark eyed people.

Therefore, after detecting the outer boundary, the intensity of
the pixels within the iris is tested. Depending on this intensity,
the threshold of the Canny is chosen. If the iris is dark, a low
threshold is used to enable the Canny operator to mark out the
inner circle separating the iris from the pupil. If the iris is light
colored, such as blue or green, then a higher threshold is
utilized. The pupil center is shifted by up to 15% from the
center of the iris and its radius is not greater than 0.8 neither
lower than 0.1 of the radius of the iris. This means that
processing time, dedicated to the search of the center of the
pupil of this part is relatively small. Hence, instead of
searching a down sample version of the iris, we searched the
original one to gain maximum accuracy. Thus the boundaries
of the iris are determined as shown in Fig. 2 and then
manipulation is done this zone to characterize each eye.

Fig 3 Detected Boundaries of Iris with Dark Colar Eve
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Fig. 4 Block Diagram of Localization of Iris

D. Mapping

After determining the limits of the irig in the previous phase,
the iris should be isolated and stored in a separate image. For this
purpose, the coordinate system is changed by unwrapping the
lower part of the iris (lower 180 degrees) and mapping all the
points within the boundary of the iris into their polar equivalent
(Fig. 2 & 4). The size of the mapped image is fixed (100x400
pixels) which means that an equal amount of points at every
angle are taken. Therefore, if the pupil dilates the same points
will be picked up and mapped again which makes the mapping
process stretch invariant.

i s

Fig 5 Original Image of Iris with Light Color Eve

0

Fig. € Iris Isolated Image

E. Feature encoding

In order to provide accurate recognition of individuals,
the most discriminating information present in an iris pattern
must be extracted. Only the significant features of the iris
must be encoded so that comparisons between templates can
be made. Most iris recognition systems make use of a band
pass decomposition of the iris image to create a biometric
template.
The template that is generated in the feature encoding process
will also need a corresponding matching metric, which gives a
measure of similarity between two iris templates. In this
research, the Haar wavelet transformation is chosen to get the
significant features from the iris localization data.
Haar wavelet is the one type of wavelet family which can be
executed by using waveinfo(haar’). A survey of the main
properties of this wavelet can be obtained. And it operation
can be described as following equations:



yx)=1ifx e [0, 0.5]
yE)y=-1ifx [ 05 1]
yx)=01fxe [0 1]
¢d@=1ifxe[0 1]
yE)=0ifxe[0 1]

By getting the feaure vectors in the range of [-1 0 1] can
be simply applied to achieve the decson rules. So a decision
can be made with high confidence as to whether two templates
are from the same iris or from two different inses. Fig 7
tllustrates the output of Haar wavelet transformation

A

=1

Fig. 7 Haar Wavelet Transformation

The 5-level of wavelet transformation results the detail and
appro;imation coefficents of one mapped image obtained from

the mapping part. These coefficients are used to code the binary
forms at the next sage

F. Binary Coding Scheme

After the haar wavelet transformation is done, the resultant
features are needed to convert into the binary form In order to
code the feature vector some of its charactenistics are observed It
15 found that all the vectors that have a masamum value that is
greater than 0 and a minimum value that 15 less than 0. Moreover,
the mean of all vectors vaned slightly between -0 08 and -0.007
while the fandard vanation ranged between0.35and 0.5
If "Coef" 1s the feature vector of an image than the following
quantization scheme converts it to its equivalent code-word
IfCoef i) >= Othen Coef{i)=1
IfCoef i) <0then Coef{1)=10
The next step is to compare two code-words to find outif
they represent the same person or not.

G Matching Scheme

For matching the Hamming distance was chosen as a
metric for recognition, since bit-wise comparsons were
necessary The Hamming distance algorithm employed also
incorporates noise masking so that only significant bits are
used in calculating the Hamming distance betwesn two iris
templates, Now when taking the Hamming distance, only
those bits in the iris pattern that corresponds to ‘0" bits in

noise masks of both ins patterns will be used in the calculation.

The Hamming distance will be calculated using only the bits
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generated from the true ins region, and this Hamming distance
formula is miven as

i N
HD==%"C ()®Cs
N &

where, Cy and Cg are the coefficients of two 1ns images and N
is the size of the feature vector. The symbol @ is the kmown
Boolean operator tha gives a binary | if the bits at position §
in Ca and Cg are different and 0 if they are similar
Due to the analysis of Hamming distance from the feature
vector, the maxamum Hamming distance that exisis between
two mnses belonging to the same person is 0.32. Thus, when
companng two ins images, their corresponding binary feature
vectors are passed to a function responsible of calcul ating the
Hamming distance between the two. The decision of whether
these two images belong to the same person depends upon the
following result:

o [fHD <=032 decide that it 15 same person

o [fHD > 0.32 decide that it is di fferent person

In matching scheme, the binary bits from each of iris
feature wector are compared first, And then the bits are shifted
two bits 1eft or right direction and the comparison result are
used to get the right decigion, The number of bits moved
during each shift is given by two times the number of filters
used, since each filter wall generate two bits of information
from one pixel of the normalised region. The actual number of
shifts required to normalize rotational inconsistencies will be
determined by the matimum angle difference between two
images of the same eye, and one shift is defined as one shift to
the left, followed by one shift to the nght The shifting process
for one shiftis illustrated in Fig 8. One shiftis defined as one
shift left, and one shift nght of a reference template. In this
example one filter is used to encode the templates, so only two
bits are moved dunng a shift. The lowest Hamming distance,
in this case zero, is then used since this corresponds to the best

match between the two templ aes
Temolatel | 1000 1100 1001 ||:> T
Templete2 | 00 1100 10 01 10

<+— Shift 2 bits left
Template1 | 00 1100 1001 10 |_> D =000
Template2 | 00 1100 10 01 10

—* Shift 2 bits right
Templatel | 01 10001100 10 |:> HD = 0,33
Template2 | 00 11001001 10

Fig. & An lllustration of the shifting process.



ITI. RESULTS AND PERFORMANCE

In this project, the performance of the iris recognition
system as a whole is examined. Tests were carried out to find
the best separation, so that the false match and false accept
rate is minimized, and to confirm that iris recognition can
perform accurately as a biometric for recognition of
individuals. As well as confirming that the system provides
accurate recognition, experiments were also conducted in
order to confirm the uniqueness of human iris patterns by
deducing the number of degrees of freedom present in the iris
template representation.

There are a number of parameters in the iris recognition
system, and optimum values for these parameters were
required in order to provide the best recognition rate. These
parameters include; the radial and angular resolution, » and £
respectively, which give the number of data points for
encoding each template, and the filter parameters for feature
encoding.

IV. CONCLUSIONS

Analysis of the developed iris recognition system has
revealed a number of interesting conclusions. It can be stated
that localization is the critical stage of iris recognition, since
areas that are wrongly identified as iris regions will corrupt
biometric templates resulting in very poor recognition. The
results have also shown that localization can be the most
difficult stage of ins recognition because its success 1is
dependent on the imaging quality of eye images.

Another interesting finding was that the encoding process only
required one Haar wavelet transformation to provide accurate
recognition. Also the optimum centre wavelength was found
to be dependent on imaging conditions, since different lighting
conditions will produce features of different frequencies.

An improvement could also be made in the speed of the
system. The most computation intensive stages include
performing the Hough transform, and calculating Hamming
distance values between templates to search for a match. Since

®
the system 1is implemented n MATLAB , which i1s an
interpreted language, speed benefits could be made by
implementing computationally intensive parts in C or CH++
Speed was not one of the objectives for developing this
system, but this would have to be considered if using the
system for real-time recognition.
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