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Abstract— H.264/AVC provides the capability to encode highly
compressed videos by exploiting spatiotemporal redundancy.
High compression is needed to transmit videos over bandwidth
restricted channels, but also increases its vulnerability to
transmission errors. The loss of one packet may lead to the loss
of an entire frame, and subsequently degrading the quality of the
following frames. We propose an error concealment algorithm
for H.264/AVC that will estimate the lost frame based on motion
information from the previous frames. We give importance to
the frames close to the lost frame, but also consider the motion of
other previous frames. The results show some improvement over
conventional methods of concealing frame losses such as frame
copy and motion copy methods.

Keywords— H.264, Error Concealment, Motion Vector

Estimation, Frame Loss, Transmission Error

[. INTRODUCTION

Video transmission over lossy networks, such as a
wireless network, may degrade the visual quality of the
decoded video. Of special interest is the highly compressed
video using the latest video coding standard, H.264/AVC.
H.264/AVC video can suffer from entire frame loss in the
event of a transmission error. This is because an entire video
frame can be encoded into a single network packet [3]. In
addition, the succeeding frames also become affected by this
error due to the spatiotemporal dependencies among
neighboring frames in H.264/AVC [5].

Error concealment at the decoder can be used in order to
reduce the effects of such errors. It requires no additional
information nor modification at the encoder side [6]
Although the recent versions of JM reference software
intemally  support  error concealment algorithms, their
performance are often considered inadequate.

In the scenario of a frame loss, one cannot simply apply
simple error concealment techniques. Let us assume that
frame # of a video sequence was lost during transmission. It
is not possible to perform spatial error concealment on the
macroblocks of frame n, since it requires the data from
neighboring macroblocks on the same frame. This 1s due to
the fact that the whole frame is lost. One of the common
techniques in temporal error concealment is the Frame Copy
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(FC) method. In this techmque, the pixels of the frame n-1
are duplicated onto the lost frame. The motion vectors for this
frame are set to zero. This technique may work for stationary
regions of the frame, but fails on the opposite scenario [4].
Another technique 1s the Motion Copy (MC) method. In this
case, the motion vectors for each macroblock of the previous
frame are projected onto the lost frame. The lost frame is
estimated using these motion vectors and an assigned
reference frame. However, MC method often results to
blocking artifacts in the concealed frame, due to the block-
based prediction.

In [2], Belfore, et al. proposed an error concealment
scheme for MPEG-2 that utilizes the motion information of up
to L past frames. The underlying assumption of their work
characterizes the motion of each pixel following a linear
trajectory. For each pixel in frame n-7, a motion vector
history is generated. Starting from frame #-1, the motion
vectors of each pixel between frame »n-1 and frame n-2 are
recorded. The process is repeated until the Lth frame or until
the motion vectors point to a valid location. Afterwards, a
motion vector estimate 1s formed in order to predict frame »
from frame n-1. The predicted motion vector for each pixel in
frame n-1 is taken as the average motion vector of its motion
vector history. Any pixels on frame n with no projected
motion vector will be filled by applying a median filter around
its neighborhood. The linear motion assumption has proven
to be sufficient for their purposes [2]. In [1], the motion
vectors are estimated in a similar manner with [2], but the
estimation is performed at the block level in order to reduce
computational complexity.

Several researches have used [1] and [2] as a benchmarks
for theirr error concealment schemes, and are commonly
referred to as CAgp (concealment algorithm on blocks) and
CAp (concealment algorithm on pixels) respectively. For
example, in [8], recognizes the effective performance of CAp
but also points out that the method proposed by Belfiore, et al.
1s computationally expensive, mainly because of repeated
median filtering operations. One of the proposed ideas in [8]
also estimated the motion vectors at the pixel level, however,
it is done by taking a weighted average of the motion vectors
of the macroblocks in a neighborhood. With CAg, the number
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of computations is reduced since motion vectors are estimated
on the block level.

While the above algorithms mainly consider the motion
vectors on the same position in the previous frames, other
algorithms estimate the motion vectors whose projection falls
on the currently concealed macroblock. Such an example can
be seen in [9]. Motion vectors are estimated from the
temporal neighbors of the frame to be concealed. For instance,
the macroblocks of frame #-1 are projected onto the lost frame
n; it is possible that a macroblock in frame # may have
multiple macroblock projections from frame #-7. The motion
vectors corresponding to these macroblocks will be used to
generate an estimated motion vector. The forward motion
vector estimate is calculated as a weighted average of the
pertinent motion vectors. The weights correspond to the area
in pixels covered by the macroblock’s projection. [10] shows
how the coverage of the projection of the extrapolated motion
vectors influence a damaged area of a corrupted frame.

In this paper, we propose an error concealment scheme
that uses the motion information in multiple previous frames.
However, unlike in [2], we also consider the influence of the
neighboring macroblocks in our motion estimation method,
since there is spatial correlation among neighboring blocks.
Motion vectors from the collocated macroblock, as well as the
macroblock on top and to the left are assigned weights relative
to their displacements in the horizontal and vertical directions,
instead of the overlapped area.

The rest of the paper is organized as follows: Section IT
describes the proposed motion estimation scheme, while
Section IIT presents the experiments and results. Finally, a
conclusion is found in Section I'V.

II. PROPOSED BLOCK-BASED WEIGHTED MOTION
ESTIMATION

In H.264/AVC, it is possible to use multiple reference
frames in video encoding. For each macroblock, a best match
can be searched from frames other than the previous frame.
We want to exploit this feature in order to generate a more
accurate estimate of the motion vectors. For our experiments,
we have set the number of reference frames L equal to 5.
Block-based approach is also used to lessen the computational
cost. We tried to compare the performance of simply taking
the average motion vector of the past L frames and assigning
different weights to each frame. Our assumption is that the
correlation of motion information is higher for adjacent
frames than of frames with further temporal distance. We
assign the weights of the motion vectors with linear decay as
shown in eq. (1). Our experiments show that assigning
different weights is better than assigning equal weights to the
motion vectors.
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Where mv"”, is the motion vector used for predicting the

macroblock at (i, j) in the lost frame. m7v'"*/_z is calculated as
a weighted average of mv™/, , mv'™", ; andmv™", .
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In egs. (4), (5), and (6), the subscript ¢ indicates for which
component (x or y) the weight is computed for. Hence, the
horizontal and vertical components are weighed differently.
MB _size indicates the macroblock size which is kept to 16x16
in this paper. We consider the motion of the top, left, and
collocated macroblocks wince the spatial correlation among
them is high. The estimated motion vectors are used for
motion compensated prediction of frame # from frame n-1.

128



III. EXPERIMENTS AND RESULTS

In order to evaluate the performance of the proposed
algorithm, we ran a test on the following conditions. The
encoded videos are in QCIF resolution at 30 fps. The number
of reference frames is set to 5, and using only 16x16 blocks
for motion compensated prediction. Finally, we encapsulate
cach video frame into one slice group and set the bitrate at
128000 bps. These videos were then subject to a packet loss
rate of 5%. The video sequences used for this test are Akiyo,
Carphone, Coastguard, Foreman, and Mobile.

The proposed concealment algorithm is implemented in
JM 14.2. We compare the performance of our proposed
algonthm with the motion copy method.
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Figure |. PSNR plot of Carphone sequence

Fig. 2 Frame 33 of Carphone sequence. (a) No Error, (b) Motion Copy, (c).
Proposed method,

As shown in the results, there is generally an
improvement in the PSNR. Particularly in the Carphone
sequence, the proposed algorithm was able to realize an
improvement of around 2 dB for the lost frame. In addition,
the succeeding frames also exhibited around 1dB
improvement, showing our method’s potential to suppress
error propagation.

Fig. 2 shows a comparison among the error-frec frame (a),
the lost frame concealed by motion copy (b), and the same

frame concealed by our proposed method (c). In the Motion
Copy method, we can see some blocking artifacts typically
arising from conventional block-based concealment methods.
IN our method, the blocking artifacts are less visible since we
consider the spatial corrclation of neighboring macroblocks.

TABLE |
AVERAGE PSNR FOR CONCEALED SEQUENCES
Sequence Motion Copy Proposed
AKIYO 37.06 dB 3720dB
CARPHONE 29.21 dB 20.74 dB
MOBILE 21.96 dB 2200 dB

IV. CONCLUSION

In this paper, we have seen the potential of improving the
performance of error concealment by reformulating the
manner in which motion is estimated from a correctly
reccived frame to a lost frame. We have found that by
considering the temporal distance, a better motion estimate
can be formulated. In addition, we found that the motion
information found in the macroblock neighborhood can be
used to further improve the estimated motion vector for the
lost frame. Furthermore, the same technique may find
potential application in the scalable extension of H.264.
H264/SVC is also capable of performing motion vector
refinement at quarter-pel resolution which may improve the
accuracy of the estimated motion vectors, potentially for intra
layer and inter layer prediction modes.
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